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1. Introduction

In this Ph.D. thesis we have investigated the
problem of the recognition and classification
of Named Entities (NEs) within Arabic text,
i.e. Arabic Named Entity Recognition (NER).

In order to achieve this goal, we have ex-
plored a wide range of features including: le-
xical, morphological and syntactic ones, we
have employed three different discriminative
Machine Learning (ML) approaches and we
have validated our approach on 9 standard
data-sets. We have studied the following pro-
blems:

1. The difference in performance when
using a 2-step approach as an attempt to
separate the problem of recognizing the
NEs from the one of classifying them;

2. The relevance of using the rich morpho-
logy of the Arabic language in order to
obtain a high performance NER system:;

3. The difference in performance when dif-
ference ML approaches are employed; we
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have studied the possibility of combining
them; and

4. Transferring knowledge about NEs from
another language, i.e. English, in order
to enhance the performance of an Arabic
NER system.

Even though our study is focused on Ara-
bic, as a language, and NER, as a task, the
obtained results might be easily extrapola-
ted to most of the morphology complex/rich
languages and most of the Information Ex-
traction tasks.

2. Thesis overview

In this thesis, we have addressed the challen-
ges raised by the morphologically rich lan-
guages. Arabic in our case, to a supervised
NLP task: i.e. NER. The document (Benaji-
ba, 2009) is structured as follows:

In Chapter 1, we have introduced basic
concepts and we summarize the major con-
tributions of the research work carried out.

Chapter 2 describes the challenges of NLP
in general and NER in particular for the Ara-
bic language.
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In Chapter 3, the NER task is introduced.
This includes both presenting the standard
definitions of the task and giving an overview
on the most influential research works in the
NER field in general and in the Arabic NER
field in particular. In this chapter, we attempt
to make it easier for the reader to see where
the contribution of this thesis stands exactly.

Chapter 4 describes the three ML discri-
minative approaches which are used in our
research study, namely: Maximum Entropy
(ME), Conditional Random Fields (CRF's)
and Supports Vector Machines (SVMs). All
of these ML approaches are feature-based and
have proved to be efficient for sequence clas-
sification problems.

Chapter 5 is dedicated to present our 1-
step and 2-steps, ME-based, Arabic NER sys-
tem. In this section we first report the results
obtained when a ME-based classifier is used
to build the system. Following, we report our
results when the NER task is split into two
sub-tasks where the first one determines the
spans of the NEs within the text and the se-
cond one assigns a class to each one of them.
This study is important for it provides empi-
rical proves that enhancing the performance
using a 2-step approach is only possible when
the first step achieves a performance close to
100 points of F-measure.

In Chapter 6 we have switched our focus
to the features and the ML approaches which
we might resort to in order to boost our sys-
tem. We conduct several experiments where
ME, CRFs and SVMs are used with different
feature-sets. We validate these experiments
on 9 different standard data-sets of different
genres (newswire, broadcast news and we-
blogs). The major contribution of this study
is that it has shown that different ML approa-
ches might benefit differently from the avai-
lable features and they also obtain different
results for the different NE classes. This has
triggered the research work which we present
in Chapter 7 where we have combined diffe-
rent classifiers where each classifier is trained
for one NE class. Similarly, the feature selec-
tion is done for each classifier separately. The
combination of the different classifiers is done
finally in order to obtain a single outcome.

Chapter 8 introduces a very novel ap-
proach where we project knowledge about
NEs from another language, i.e. English. This
research study has been conducted in collabo-
ration with IBM T.J. Watson Research Cen-
ter as a six-month internship subject of the
Ph.D. student Yassine Benajiba. The results
show that a statistically significant improve-
ment is always obtained.

Finally, in Chapter 9 we have drawn our

conclusions and discussed some interesting
research directions.

3. Thesis contributions

The major contributions of the investigations
carried out are:

1. A deep analysis of the difference of beha-
vior of different ML approaches in the context
of NER;

2. A multi-classifier approach has been shown
to lead to the best results;

3. Statistically significant improvement is ob-
tained across the different data genres when
additional knowledge about NEs is projec-
ted from a resource-rich language such as En-
glish;

4. The study of an effective approach to build
an efficient and robust Arabic Named Entity
Recognition system;

5. Providing empirical proof that the morp-
hology richness of the Arabic language can
be employed to enhance the performance of
an NER system;

6. The ANERcorp data-set together with
SVMs and CRFs Arabic NER models have
been made publicly available for the research
community!.

We have validated our results on 9 data-
sets of 4 different genres, namely: newswire,
broadcast news, Arabic Treebank and We-
blogs. Our experiments are easily replicable
for anyone because they are all built on top
of publicly available tools. We have also des-
cribed in details our incremental selection ap-
proach which can be easily used in case a new
feature is being added to the NER system.
To our knowledge, our research study is the
most extensive work which has been repor-
ted, up to now, on Information Extraction
for morphologically rich languages and our
results are very competitive on a world wide
scale. A summarized description of part of
the research work can be found in (Benajiba
et al., 2009).
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