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Resumen: En este art́ıculo presentamos el sistema AMSABEL, un sistema de
acceso a información basado en lenguaje natural. AMSABEL proporciona acceso al
contenido de una base de datos relacional, a partir de consultas realizadas en lenguaje
natural, tanto en castellano como en inglés. De esta manera se permite un acceso
directo a la base de datos por parte de usuarios no expertos. El sistema utiliza
aprendizaje automático para traducir la consulta original al lenguaje de consulta
estructurado siendo, por lo tanto, independiente del contenido de la base de datos
siempre que se disponga de datos de entrenamiento.
Palabras clave: Acceso a información multilingüe, procesamiento del lenguaje
natural, SQL, traducción automática estad́ıstica

Abstract: In this paper we present the AMSABEL system, a natural language
based information retrieval system. AMSABEL provides access to data stored in a
relational database using unrestricted natural language. Queries can be expressed
in either, English or Spanish, thereby providing direct access to the database for
non-expert users. The system relies on machine learning techniques to translate
the original query from natural language into a structured query language and,
therefore, does not depend on the contents of the database, as long as training data
is available.
Keywords: Multilingual information access, natural language processing, SQL,
statistical machine translation

1 Introduction

Using natural languages to access to
databases has important advantages. Most
users are not able to directly use formal query
languages and its learning can be difficult and
time-consuming. The use of other kind of in-
terfaces can solve some of these problems but,
typically, at the expense of limiting flexibility.
On the contrary, the user could employ the
interface in a very natural way if he is able to
directly request data in his native language.

The idea of querying a database using
natural language goes back to the late six-
ties and early seventies (Androutsopoulos,
Ritchie, and Thanisch, 1995). These sys-
tems, also called Natural Language Interfaces
to Databases, were built to be used with a
particular database and, therefore, were not
easily adaptable to other databases. Besides,
those early systems only allowed to use a sub-

set of natural language.

Database access using natural language
was improved in the following years by in-
creasing the accuracy of the results as well
as reducing the complexity of the adapta-
tion of the systems to a new database. In
the early nineties the Air Travel Information
Service (ATIS) task (Price, 1990) was devel-
oped, consisting of a set of queries to an air
travel database, expressed in both, spoken
and written English. Human-generated re-
sults of the queries were also included. The
ATIS task was created to be used in speech
recognition evaluation but it has also been
widely used in natural language database ac-
cess systems. Some of the systems developed
for this task were AT&T’s CHRONUS (Pier-
accini et al., 1992), BBN, MIT’s TINA (Sen-
eff, 1992), CMU’s Phoenix (Ward and Issar,
1994) or SRI’s Gemini (Dowding et al., 1993).
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Modern approaches are aimed at reduc-
ing the cost to access to new databases, this
is mainly achieved by reducing the config-
uration effort required by non-expert users
(Minock, 2010) or by using machine learn-
ing, as in He and Young (2003), Griol et al.
(2006) or PRECISE (Popescu, Etzioni, and
Kautz, 2003) systems.

In this paper we present a system which
allows multilingual access to online help
systems and databases (AMSABEL)1. Our
proposal is based on statistical methods
but, unlike any of the previous approaches,
AMSABEL uses techniques applied in the
field of Statistical Machine Translation.

Modern SMT approaches appeared in
the early nineties (Brown et al., 1993) and
achieved high translation precision. SMT
systems are built by means of machine learn-
ing, this way avoiding the need of adding
expert knowledge, which is a common re-
quirement of previous machine translation
approaches.

We propose the use of SMT to trans-
late from English or Spanish into Structured
Query Language (SQL), instead of another
natural language. This entails new and in-
teresting problems since the semantics of a
formal language is, in general, more affected
by translation errors. On the other hand, by
using SMT methods our system inherits their
portability and does not depend on the un-
derlying database.

We introduce, as well, a simple dialogue
process for this kind of systems and a result-
oriented evaluation methodology. Finally, we
have implemented and tested a prototype for
the AMSABEL system.

The system is expected to be greatly use-
ful. For example, it could be used by govern-
ments to provide access to official databases.
The AMSABEL system could be used with
little (or no) training by most citizens and
its multilingual architecture will also help for-
eigners.

This paper is organized as follows. Sec-
tion 2 describes the task, the data and the
corpus used for building and evaluating the
system. Section 3 presents the AMSABEL
system in detail. Section 4 describes the
evaluation procedure and, finally, Section 5
presents conclusions and future work.

1http://amsabel.albacete.org

2 Task

The implemented system is used to access to
information about train routes among sev-
eral cities. The structure of that infor-
mation is extracted from the Spanish rail-
way company2 and contains, for each route,
the following data: Train identification num-
ber, train type/service, departure and arrival
cities, days of the week when the route is
active, starting and ending route dates, de-
parting and arriving times, ticket prices and
ticket classes.

A relational database has been designed
including all the information previously de-
scribed. The actual data has been automat-
ically generated by choosing random values.
Some constraints have been considered in the
data generation to keep the semantics of the
database (e.g., a route starting date should
take place before its ending date). However,
some other constraints have been ignored,
since they are not important from the system
point of view (e.g., the real distance between
cities has not been considered when calcu-
lating trip lengths). The generated database
stores information on 1094 routes covered by
50 different trains.

The generation of the parallel, training
corpora has been performed automatically
using context-free grammars by means of
syntax directed translation schemes (Amen-
gual et al., 2000) which are typically used to
develop language processors or compilers.

This process has been performed starting
from the grammar initial symbol, and using
random rules until one pair of sentences is
generated. As a result, two parallel sentences
(in two different languages) will be generated,
and this will be iterated until reaching a rea-
sonable number of sentences.

Three different grammars have been de-
signed for the system, having each of them 90
rules. One grammar generates Spanish-SQL
sentence pairs, other generates English-SQL
sentences and the last one generates Spanish-
English sentences. The latter will be used to
translate an English query into Spanish when
a user requests the help of a human operator.

Table 1 shows an example of three parallel
sentences in English, Spanish and SQL. Ta-
ble 2 describes the training, validation and
test sets features. Test values for the pair
English-Spanish are not provided due to that

2http://www.renfe.es/horarios
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Eng. How much is a train from Barcelona to Madrid?
Spa. ¿Cuánto cuesta un tren desde Barcelona a Madrid?
SQL SELECT DISTINCT Precio estacion, FROM Tren JOIN Billetes ON

(Billetes.Tren=Tren.Id tren) WHERE Origen=‘barcelona’ AND Des-
tino= ‘madrid’

This SQL sentence returns a column showing the prices of all the tickets (when
purchased at the station) of the trains that go from Barcelona to Madrid.

Table 1: Example of three parallel English-Spanish-SQL sentences.

Spa–SQL Eng–SQL Eng–Spa

Train
# sentences 10000 10000 10000
vocabulary size 4539 4032 4635 4132 4605 4161
running words 138672 224265 139558 224947 139417 151743

Validation # sentences 1000 1000 1000
running words 14873 20918 14494 21438 14659 15272

Test # sentences 748 752 –
running words 9413 14558 9763 15039 – –

Table 2: Training, validation, and test task statistics. Test values for the pair English-Spanish
are not provided due to that experiment is not reported.

experiment is not reported.

3 The AMSABEL system

A system has been implemented to interact
with the database described in Section 2.
This system allows a user to query informa-
tion in either English or Spanish. In addi-
tion, it keeps constant communication with
the user, requesting, if necessary, further in-
formation.

3.1 System overview

The whole system is designed following a
client-server architecture with two kinds of
clients and two kinds of servers (see Figure 1).

• The user client gets the input from the
user sending it to the translation server.
In addition, it receives the SQL sentence
and access to a specific database man-
agement system. Finally, it provides a
platform for user-system dialogue.

• The translation server translates natural
language queries into SQL sentences. It
takes part in the user-system dialogue by
sending feedback to the user and attend-
ing his requests and, if the user requests
a human operator, this server forwards
the query to the operator server.

• The operator server receives queries
from users through the translation server

Figure 1: The AMSABEL system. The user
queries in natural language (NL) are trans-
lated into SQL, returned and used to access
to the database.

sending them to a free operator and, fi-
nally, sending back the operator’s an-
swer. This server can translate the input
query when it is not in the operators’ na-
tive language.

• The operator client is used to translate
user queries into SQL sentences. The op-
erator can also send back to the user a
comment that will be displayed as part
of the user-system dialogue.

The access to the database using natu-
ral language is divided in four different pro-
cesses: preprocessing, translation, postpro-
cessing and the dialogue system.
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3.2 Preprocessing

In this step, the system input is prepared to
be sent to the SMT engine by rewriting some
parts of the sentence in order to make it read-
able by the translation engine or to reduce
translation complexity.

1. Character-level processing : Characters
are written in lowercase. Consecutive
spaces are collapsed into a single one and
special characters (e.g., accents or the ‘ñ’
letter) are formatted properly.

2. Language identification: To this end, the
words in the query are compared to each
considered language vocabulary to de-
termine which one presents less out-of-
vocabulary (OOV) words. However, if
the query has many OOV words in all of
them an error message is displayed (this
filtering prevents the users from query-
ing information outside the database do-
main or using non-supported languages).

3. Spell checking : OOV words are replaced
by the closest word in the task vocabu-
lary according to Levenshtein distance if
a specific threshold is not exceeded.

4. Word-level processing : Regular expres-
sions are used to identify dates, num-
bers, days of the week and similar ex-
pressions which are converted to the for-
mat expected by the translation engine.

5. Word categorization: A total of 8 cate-
gories are used to replace dates, depar-
ture cities, arrival cities, hours, days of
the week, ticket classes and numeric val-
ues in the sentence.

3.3 Translation

This step relies on SMT to translate either,
the processed input query into an SQL sen-
tence, or the input query to the operator’s
mother language. From a formal point of
view, SMT can be stated as the problem of
finding a target sentence ê which maximizes
the probability Pr(e|f) for a given source sen-
tence f :

ê = argmax
e

Pr(e|f) (1)

Using Bayes’ theorem, Eq.-(1) can be re-
stated as:

ê = argmax
e

Pr(e) · Pr(f |e) (2)

In Eq.-(2), Pr(e) is known as the language
model probability and represents the proba-
bility of being e a sentence in the target lan-
guage. Most systems use smoothed n-gram
models (Jelinek, 1998) to estimate this prob-
ability:

Pr(e) = Pr(e1 · e2 · · · en)

≈
n∏

i=1

p(ei|ei−n+1, · · · , ei−1) (3)

This factorization significantly reduces the
parameters of the model, which are trained
from data using maximum likelihood estima-
tion.

The AMSABEL system uses a trigram
language model trained using the SRILM
toolkit (Stolcke, 2002) on the SQL training
corpus described in Section 2.

The second probability, Pr(f |e), is the
translation model probability which repre-
sents the probability that f is a translation of
e. In this paper this probability is obtained
through phrase-based models (Koehn, Och,
and Marcu, 2003).

Phrase-based models split the input sen-
tence f into segments (phrases) of consecutive
words. Then, each source phrase is translated
into a target language phrase and, finally, the
target phrases are reordered to obtain the
translation e. This model is formalized in
Eq.-(4).

Pr(f |e) = Pr(f̄ I
1 |ēI1)

=
I∏

i=1

φ(f̄i|ēi)d(ai − bi−1) (4)

Where f̄i is the i-th phrase in f , ēi is the i-th
phrase in e, φ(f̄i|ēi) is the probability of be-
ing f̄i a translation of ēi and d(ai − bi−1) is
the distortion model used for reordering tar-
get phrases. The order of a target phrase f̄i

depends on a probability distribution calcu-
lated using its start position (ai) and the end
position of f̄i−1 (bi−1).

Phrase-based models used by the
AMSABEL system are obtained from
word alignments trained using the GIZA++
toolkit (Och and Ney, 2003) on the bilin-
gual training corpora (English-SQL and
Spanish-SQL) described in Section 2.

Once the model has been trained, a
search algorithm is employed to find the best
translation for the source sentence. The
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AMSABEL system uses Moses beam-search
decoder (Koehn et al., 2007) to translate the
input. This technique can also efficiently
compute the n-best translations, allowing the
user to request different translations of a sin-
gle input sentence (see Section 3.5).

3.4 Postprocessing

The postprocessing step firstly restores the
changes performed in the preprocessing step.
Initially, special characters are expressed in
SQL format. Secondly, categories are re-
placed by their original values.

After those changes, the sentence should
be in SQL format (see Table 1) but some er-
rors can arise in the process. Any error in
the sentence will cause that the system will
not be able to return any result. Therefore,
the SQL sentence is parsed to remove any
syntactical error while trying to keep the se-
mantics of the original query. To this end,
the following steps are performed.

• A syntactic parser checks that the sen-
tence is a correct SELECT SQL query.

• The parser also checks that every table
and field name exists in the database.

• If any error is found, the parser tries
to correct it by synchronizing with the
next field or table, or by inserting the
expected keyword.

• If a fatal error between SELECT and
FROM keywords occurs, this fragment
of the query is dropped and replaced by
all the relevant fields of the tables that
appear in the rest of the sentence.

• If any error between FROM and
WHERE keywords occurs, this part
is dropped and completely regenerated
from all the tables needed to form a cor-
rect SQL query.

At the end of this step the system, hope-
fully, has a complete and syntactical error-
free SQL sentence.

3.5 Dialogue system

The user-system interaction is not limited to
typing a query and receiving an answer. In-
stead, a simple dialogue system assists the
user in the query process.

Firstly, the system reads a query from the
user which is then processed and translated
into SQL, as explained in Sections 3.2, 3.3

and 3.4. If no errors occurred in the user
query it is translated into SQL and used to
access to the database. Otherwise, an error
message is generated and different solutions
are suggested.

Once a query has been correctly trans-
lated, it is used to retrieve the data, and the
interface shows a description in natural lan-
guage of the information retrieved. This way,
the user can check the answer.

In case the returned information is not
correct, the user is allowed to choose one of
these three new operations:

• Request more information. In case of
some fields are missing in the result, this
option adds additional fields to the sys-
tem outcome. This option can be se-
lected twice: the first time it adds fields
directly connected with the user query
and the second time all the fields of
the database are added (this information
could still be useful due to the domain of
the task is very specific). This operation
does not modify the constraints of the
original query.

• Request another answer. Returns an
alternative translation for the original
query. Each time this option is selected
the next translation in the n-best list is
returned.

• Request an operator. Users may need
some information that the system is not
able to return. In addition, fully auto-
matic systems are not perfect and can
introduce errors. Therefore, the system
allows the user to send his query to a
human operator that will type a correct
SQL sentence and, if necessary, can also
return some feedback to the user.

The user can select the previous options in
any order.
3.5.1 Feedback
Users can easily feel frustrated if the system
does not work as they expect, even if they are
not using it properly. Another issue is that,
although natural language is the most natu-
ral way for human interaction, users can also
feel lost due to the lack of restrictions in the
interface. To prevent these and other similar
problems, the user can receive feedback in-
formation to keep him informed on the query
status and to get explanations about what
caused the errors.
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The following information is returned as
feedback:

• If the number of OOV words in the query
is too high, the system returns a message
explaining the task and the types of ex-
pected queries.

• After each query, a natural language sen-
tence is returned describing the gener-
ated SQL sentence. This sentence de-
scribes the fields and tables retrieved, as
well as the restrictions considered.

• The system informs the user if there is
no more data available for a query.

• The user is also informed if no more
translation alternatives are available.

• A message is shown if the user requests
an operator but no one is available at
that moment.

• The system can also return the actual
SQL sentence generated. This option is
intended for advanced users and can be
either, activated or not.

• If the system detects an invalid format-
ted value (e.g., dates), it asks the user to
express it in a valid format.

Feedback is part of the user-system dia-
logue. Messages are returned and showed
only when necessary, in the appropriate con-
text and they do not interrupt the interaction
with the system. Instead, they try to assist
the user and facilitate the use of the dialogue
options to find a correct answer, trying to re-
duce the user’s frustration if the system was
not able to find a correct answer.

4 Experimental framework

4.1 Evaluation

The evaluation has been performed using the
test data sets described in Table 2. Those
sets have been generated following the same
process used to build the training corpora
(see Section 2) and considering the same vo-
cabulary but filtering out sentences that re-
turned an empty data set.

The evaluation performed in this paper
tries to assess the usefulness of the system
in the whole process of information retrieval.
Hence, common machine translation metrics
(e.g., WER or BLEU) can not be really infor-
mative in the context of information retrieval,
since they compare the differences between

two sentences but can not check the correct-
ness of the result of the query. For example,
just by removing a keyword, a correct SQL
sentence can be turned into an incorrect one
and, on the contrary, the order of the con-
straints can be completely modified without
changing the result of the query.

From all this, comparison is based on the
results of the SQL queries. The answers
that show the same information as the corre-
sponding reference result are considered use-
ful, even if they include additional fields. Too
much information at once can overwhelm the
user but could also be really helpful if it in-
cludes the expected results.

The exact procedure for the experiments
carried out can be described as follows. For
each sentence in the test set, a translation
into SQL is performed and the database is
accessed. Finally, the information returned
by the database is used to classify the query
in the following categories:

Q1 Exact information: The query shows the
user exactly the same information as the
reference.

Q2 More fields: The query returns the same
rows as the reference and, at least, the
same fields.

Q3 More rows: The information returned by
the query includes all the information re-
turned by the reference but more rows
are added.

Q4 Incorrect : The query does not include all
the information of the reference.

Query types Q1 and Q2 can be consid-
ered as successful outcomes, since they return
what the user requested (Q2 just adds more
details).

Q3 (and, to a lesser extent, Q2) queries
can be useful for navigational purposes be-
cause they return more information than re-
quested. This fact can be used to refine a
query, expand the data returned by a certain
query, or just give an idea of the database
contents in a first approach to the system.

Finally, Q4 queries do not help the user
and, what is more, they can even mislead him
by providing wrong answers.

4.2 Experimental results

Table 3 shows the results of English and
Spanish test queries when the user selects
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Times Q1 Q2 Q3 Q4

Eng.
0 66.6 3.7 5.1 24.6
1 66.6 12.4 8.9 12.1
2 66.6 14.0 16.5 2.9

Spa.
0 81.4 0.3 1.3 17.0
1 81.4 4.2 5.4 9.1
2 81.4 4.3 10.2 4.1

Table 3: Percentages of query types when the
user selects, for each query, the option “more
info” 0, 1 or 2 times.

the “request more information” option (ex-
plained in Section 3.5) zero, one or two times.
These results show that this option does not
modify the number of Q1 queries although it
substantially increases Q2 and Q3 queries. In
other words, this option increases the results
useful for both, navigation and information.

If this option is not used, Q2 and Q3
queries are a small percentage of the test
queries. However, selecting this option once
causes a great increase in Q2 queries and se-
lecting it twice yields the greater increase in
Q3 ones.

At first, Spanish results are more accurate
than English ones but the use of this option
has a greater impact on English outcome. Us-
ing this option twice reduces the percentage
of Q4 (useless) queries to less than 5% for
Spanish and less than 3% in the case of En-
glish.

Table 4 shows the results of English and
Spanish test queries when the user selects
“request another answer” option (explained
in Section 3.5) from zero to four times.

This option causes an important incre-
ment in the number of Q1 (perfect) queries.
The first use yields the greater improvement
in the results for both languages, increasing
Q1 queries approximately by 10%. On the
other hand, Q2 and Q3 queries are not sig-
nificantly modified. This option has a greater
impact on Spanish sentences reducing its Q4
queries to less than 3%.

Table 5 contains the results obtained when
“request another answer” and “more info”
options are considered simultaneously. These
results show that SMT combined with an
SQL checker can obtain useful answers for
most of the queries. The use of the proposed
dialogue system can return the requested in-
formation (Q1 and Q2 results) in more than
92% of the queries, achieving more than 99%

when also looking for navigational informa-
tion (i.e., considering, as well, Q3 results).

5 Concluding remarks

In this paper, the problem of accessing to
databases using natural language has been
presented, and a train timetable database ac-
cess task has been described.

The task has been used to develop a sys-
tem that allows the retrieval of information
using English or Spanish natural languages
(SMT techniques have been used to generate
SQL queries). The process can be enhanced
by means of a dialogue system that assists the
user and simplifies the information retrieval.

The system has been evaluated to assess
its correctness and usability. The results
obtained show that SMT can be considered
when translating from natural languages into
the formal SQL. By adding an SQL parser
and a simple dialogue system AMSABEL can
achieve correct and specific answers, in more
than 92% of the test queries and useful re-
sponses in more than 99% of the test queries.

As future work, it could be interesting to
study the implementation and performance
costs of the AMSABEL system in a different
and larger database to assess the database-

Times Q1 Q2 Q3 Q4

Eng.

0 66.6 3.7 5.1 24.6
1 75.1 3.9 4.4 16.6
2 78.3 3.5 3.3 14.9
3 81.0 2.8 2.7 13.6
4 81.8 3.1 2.7 12.5

Spa.

0 81.4 0.3 1.3 17.0
1 92.0 0.3 0.8 7.0
2 94.5 0.1 0.4 5.0
3 95.9 0.1 0.3 3.7
4 96.9 0.3 0.3 2.5

Table 4: Percentages of query types when the
user selects, for each query, the option “re-
quest another answer” from 0 to 4 times.

Q1 Q2 Q3 Q4
Eng. 81.8 10.4 7.1 0.8
Spa. 96.9 1.5 0.8 0.8

Table 5: Percentages of query types when the
user selects, for each query, the option “re-
quest another answer” 4 times and the option
“more info” two times.
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independence. In addition, an evaluation of
the system using real users could be carried
out to compare to the results of the auto-
matic evaluation techniques used in this pa-
per. Finally, the interface could be even more
natural by using speech recognition.
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