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Resumen: Presentamos CARPANTA, un sistema de resumen automético de correo
electrénico que aplica técnicas de conocimiento intensivo para obtener resimenes co-
herentes. El uso de herramientas de PLN de amplia cobertura garantiza la robusteza
y portabilidad del sistema, pero también se explota conocimiento dependiente de
lengua y dominio. CARPANTA ha sido evaluado por comparacién con un corpus de
resumenes confeccionados por jueces humanos, con resultados satisfactorios.
Palabras clave: Resumen Automatico, Correo-e

Abstract: We present CARPANTA, an e-mail summarization system that applies a
knowledge intensive approach to obtain highly coherent summaries. Robustness and
portability are guaranteed by the use of general-purpose NLP, but it also exploits
language- and domain-dependent knowledge. The system is evaluated against a
corpus of human-judged summaries, reaching satisfactory levels of performance.
Keywords: Automatic Text Summarization, E-mail

1 Introduction

We present CARPANTA, the e-mail sum-
marization system within project PETRA,
funded by the Spanish Government (CI-
CyT TIC-2000-0335). The global goal of
the project is to develop an advanced and
flexible system for unified message manage-
ment, which enhances the mobility, usability
and confidentiality levels of current systems,
while keeping compatibility with main nowa-
days computer—phone integration platforms.
PETRA is related to the European project
MAJORDOME - Unified Messaging System
(E!-2340), whose aim is to introduce a unified
messaging system that allows users to access
e-mail, voice mail, and faxes from a common
“in-box”.
The project includes three work lines:

1. Integration of phone, internet and fax
services.

2. Development of advanced oral inter-
faces based on speech recognintion and
understanding, speech synthesis, and
speaker verification.

3. Intelligent information management
through the use of Natural Language

Procesing (NLP) techniques for text
classification and summarization, as well
as for information retrieval. This
task includes the subgoals of advanced
Named Entity recognition and correfer-
ence resolution, document filtering, cat-
egorization and retrieval, and text sum-
marization, being this last issue specially
relevant for oral interfaces to electronic
mail systems.

The summarization module within PE-
TRA is CARPANTA. It is currently work-
ing for Spanish, but portability to other lan-
guages is guaranteed by its modular archi-
tecture, with a language-independent core
and separated modules exploiting language-
dependent knowledge.

The rest of the paper is structured as
follows: first, NLP problems specific to e-
mail summarization are described. Section
3 presents our approach to e-mail analysis
and summarization, then, the architecture of
the system is sketched. Section 5 introduces
the evaluation by comparison with a human-
made golden standard, results can be seen in
Section 6. We finish with some conclusions
and future work.
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2 Problems of e-mail
summarization

Automatic Summarization has become in last
years an active line of research. Initially
reduced to a textual, monolingual, single-
document condensation task, it has evolved
for covering a wide spectrum of tasks and
applications, each presenting common points
with the general task of summarization, but
also idiosyncratic problems. For e-mail sum-
marization, the major problems are:

noisy input (headers, tags,...)

linguistic well-formedness is far from
guaranteed

properties of oral and written language
multi-topic messages

Many scholars have studied relevant as-
pects of the e-mail register. They have
mainly focused on the similarities and differ-
ences between oral language and texts (Yates
and Orlikowski, 1993; Ferrara, Brunner,
and Whittemore, 1990) as well as in brand
new intentionally-expressive devices, such as
previous-message cohesion (Herring, 1999),
visual devices (Fais and K., 2001), simplified
registers (Murray, 2000) or internet-users vo-
cabulary (Alonso, Folguera, and Tebé, 2000).
Nevertheless, they disregard a factor that is
important in the e-mail register: as the user
often writes not much reflectively, texts con-
tain many non-intentional language mistakes.

In a recent study, Climent et al. (2003)
argue that, for their universe of study, more
than 10% of the text in emails are made of
either non-intentional errors, intentional de-
viations of the written standards, or specific
terminology. For Spanish, 3.1% of the words
contain either performance or competence er-
rors, another 3.3% are either language-shifts
or new forms of textual expressivity (such as
ortographical innovations or, specially, sys-
tematic non-accentuation), and another 4.2%
consist of specific terminology -thus words
usually missing from many system’s lexicons.

In any case, such a bulk of asystematic
differences from standard texts implies a bar-
rier for high-quality, general-purpose NLP
tools. As a consequence, very little work has
been done on quality e-mail summarization.
Tzoukermann, Muresan, and Klavans (2001)
aim to capture the gist of e-mail messages
by extracting salient noun phrases, using a
combination of machine learning and shallow
linguistic analysis.

3 Approach

As presented in the general environment of
PETRA, the output of the summarization sys-
tem is a telephone message. Given the se-
vere restrictions in summary length imposed
by the oral format, we chose to provide in-
dicative summaries that give a hint of the
content, instead of longer, informative sum-
maries, which tend to synthesize most of the
relevant information.

Moreover, the understandability of the
message has to be much higher than it is
necessary for written summaries, because the
summary cannot be revised as easily in case
the user cannot understand properly. This
excludes a list-of-words approach, because a
list of noun phrases is too incoherent to be
easily understood by phone.

Finally, we have taken a Fknowledge-
intensive approach to summarization, com-
bining analysis at different linguistic lev-
els, TR techniques and information extrac-
tion strategies specific for e-mail. As a conse-
quence, robustness is guaranteed by domain-
independent analysis, while the systematici-
ties that can be found in e-mail are exploited
in a specific, deeper level of analysis.

It must be said that, due to limitations in
NLP capabilities, summaries were not gener-
ated, but built by eztraction of fragments of
the original e-mail, which supposes a short-
coming with respect to coherence. Neverthe-
less, in contrast to usual extractive summa-
rization, the size of the extracted fragments
was not based on ortography, that is to say,
we did not extract sentences, but discourse-
motivated segments.

Discursive segments are self-contained lin-
guistic structures, bearing the necessary
propositional content to constitute a fully
satisfied sentence, even if a certain kind of
supplementation from a matrix structure is
needed, exploiting the same kind of mecha-
nisms that apply for in the intrepretation of
fragments. Moreover, as discussed in Alonso
and Castellon (2001), the constitution of a
segment must not cause ungrammaticality or
infelicity in the surrounding discourse. Dis-
course segments are identified by an auto-
mated discourse chunker (see next Section).
Well-formedness of the extracted fragments
of text is guaranteed by extracting both the
selected segments and their eventual matrix
structures, in most cases, the core part of a
sentence.



4  Architecture of the System

As can be seen in Figure 1, CARPANTA is
highly modular, which guarantees portability
to other languages.

E-mail specific knowledge has different
status within the system, so that language-
dependent modules can be updated and
switched to address concrete necessities (dif-
ferent languages, restricted domains), while
language-independent strategies form part of
the core processing stream. In addition to
general-purpose NLP tools, the following e-
mail specific resources were developed:

e a classification where each kind of e-
mail is associated to its most adequate
summary and summarization strategy
(language-independent,)

e bags of words and expressions that signal
different kinds of e-mail specific contents
(language-dependent):

— greetings, farewells,
— reply, forward, attachment

— bags of words signalling different
kinds of relevance: personal involve-
ment of the writer in the message,
information exchange; also lack of
relevance.

e strategies to deal with anchors and asso-
ciated content (language-independent)

To parse e-mail format, messages undergo
a pre-processing that identifies pieces like
headers, greetings, visit cards and, of course,
the body of text. E-mails that are an an-
swer to previous ones undergo a special pre-
processing to determine whether the text of
the previous message should be taken into ac-
count as constituting the summary.

4.1 Analysis

The analysis of the e-mail combines domain-
independent and domain-dependent knowl-
edge. A basic analysis gathers information
about the documental, textual and linguistic
structure of the message, whereupon e-mail
specific analysis machinery is applied.

In the first place, basic document units,
lines and paragraphs, are found. These units
can be used when the linguistic structure of
the text is not informative enough or when
there is no other segmentation method avail-
able, for example, when there is no chunker

for the language. This step is specially error-
prone, because the meaning of the symbol for
a newline is highly ambiguous, as it is totally
subject to personal style.

As the basis of the textual analysis, a
morphosyntactic process is applied. In this
step, punctuation marks and lexical tokens
are recognized and POS tags are assigned to
words (Carmona et al., 1998). Also, a par-
tial syntactical analysis is carried out (At-
serias, Castellén, and Civit, 1998), which
recognizes noun, prepositional and adjectival
phrases and complex verbal forms. Then, dis-
course chunks, signalled by punctuation and
discourse markers, are found by a discourse
segmentation grammar. This discourse seg-
mentation grammar also establishes the rela-
tive relevance and shallow coherence relations
between discourse segments by resorting to a
discourse marker lexicon (Alonso, Castellén,
and Padré, 2002). Finally, the salience of
non-empty words is calculated according to
the frequency of occurrence of their lemma.
It has to be noted that the lack of well-
formedness of e-mails increases the error rate
of these general-purpose analysis tools far be-
yond their usual performance level.

The documental analysis concerns the
identification of e-mail specific clues and
their accompanying information, by simple
IE techniques like pattern-matching.

The output of this module is the set
of meaning units at different linguistic lev-
els: words, chunks, segments and sentences.
These co-exist with meaning units at docu-
ment level, lines and paragraphs. Each unit
is assigned a relevance score according to the
amount and kind of relevance encountered in
it. Values for textual relevance are continu-
ous from 0 to 1, values for documental, e-mail
specific knowledge are binary, recording the
presence of any clue in a segment. Moreover,
each kind of textual relevance is assigned a
score for global reliability of that kind of tex-
tual information, based on the strength of the
evidence found.

Three different kinds of textual relevance
have been distinguished: lexic, structural and
subjective. Lexic relevance of a segment is
directly proportional to the amount of fre-
quent words in the segment and inversely
proportional to the length of the segment.
Structural relevance is assigned as a result of
the interpretation of discursive relations be-
tween segments and between a segment and
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Figure 1: Archictecture of CARPANTA.

4.2 Classification and
Summarization

the whole text, by means of the information
associated to a set of discourse markers. Fi-
nally, subjective relevance is found when the
segment contains any of a list of lexical ex-
pressions signalling subjectivity.

The classification module determines the
most adequate summarization strategy by
taking into account the characterizing fea-
tures of each e-mail, provided by the analysis
module. The relation with e-mail features



and summarization strategies can be seen in
Table 1. Then, the chosen summary is pro-
duced by the summarization module.

5 Ewvaluation

To tune and evaluate the performance of the
system, the automatic summaries produced
were compared with summaries produced by
potential users of the system. 200 e-mails
were summarized by 20 judges, so that each
e-mail was summarized by at least 2 judges.
The average e-mail length was 340.7 words,
14.6 sentences and 9.8 paragraphs'. Of the
200 e-mails, 36% contained more than one
pre-defined documental structure, like lists,
questions, etc.; 41% presented none.

Judges were instructed to mark those
words in the e-mail text which they would
find useful as a summary, provided by phone,
to get a general idea of the content of the
message. No guidelines were provided as to
the length or type of the textual fragments
to be marked. Since the intended goal of e-
mail summarization is ill-defined, judges pro-
duced both a representation of the goal and
the golden standard to evaluate it. So, 20%
of the judged e-mail was left for evaluation
(test corpus), the rest was used for charac-
terizing the features of the intended sum-
maries and tuning the system (development
corpus). This supposes a significant enhance-
ment upon previous evaluation of automatic
e-mail summaries, like Tzoukermann, Mure-
san, and Klavans (2001), who used 8 e-mails,
in contrast to our 40 e-mail test corpus.

Instead of the usual recall and precision
measures for comparing an automatic sum-
mary with a golden standard, the kappa mea-
sure (Landis and Koch, 1977) was used to
calculate pairwise agreement between judges.
Kappa is a better measurement of agree-
ment than raw percentage agreement because
it factors out the level of agreement which
would be reached by random. When there is
no agreement other than what would be ex-
pected by chance, £ = 0, when agreement is
perfect, k = 1. Additionally, content-based
measures, like unigram and bigram overlap,
were used to account for equivalences in in-
formativeness between human and automatic
summaries.

!The number of sentences and paragraphs is ap-
proximate, due to the high asistematicity of the usual
cues for segmentation at these levels (full stops, car-
riage returns) in e-mail texts.

The obtained kappa values for agreement
between judges ranged from 0.36 to 1, with
a mean of 0.75 and a standard deviation of
0.17. Following (Carletta, 1996), we can con-
sider that kappa values above 0.7 indicate
good stability and reproducibility of the re-
sults, so it can be said that it is possible to
discriminate a good e-mail summary from a
bad one, and that it is even possible to deter-
mine the best summary for a given e-mail.

The goodness of automatic summaries was
calculated as the agreement with the corre-
sponding human summaries, at word level.
As a global measure of the system’s perfor-
mance, we calculated the effect of considering
the system as a human judge more, with re-
spect to average kappa agreement. Taking
the 20% of the corpus left apart for summa-
rization, we obtained that the average kappa
agreement between human judges was 0.74,
and it decreased to 0.54 when the system was
introduced as a judge more. This indicates
that the system does not as well as human
judges, but still, a kappa value bigger than
0.4 indicates moderate agreement.

Concerning informativeness, unigram
overlap between summaries from different
judges reached an average of 0.44, and bi-
gram overlap amounted to 0.36 (see Table 2).
In no kinds of summary unigram or bigram
overlap between the automatic summary and
human summaries reached 0.4, and in some
cases it didn’t even reach 0.2. However, it
must be said that there is a high correlation
between summary length and overlap.

6 Results and Discussion

Figure 2 shows the results of comparing auto-
matic summaries against human-made sum-
maries of the 40 e-mails reserved for eval-
uation. For each e-mail, automatic sum-
maries were obtained using all of the sum-
marization strategies applicable, for exam-
ple: lexic, structural, appointment, attach-
ment, etc. Then, kappa agreement and uni-
gram and bigram overlap were calculated be-
tween automatic summaries and every hu-
man summary available for that e-mail.

Results show average statistics of the com-
parisons between human and automatic e-
mails grouped by the kind of strategy ap-
plied, which permits a separate evaluation of
different kinds of summaries and also an eval-
uation of the best summary choice.

Due to the small size of this evaluation



summarization | summary textual documental

approach features features

full mail whole e-mail text short (<30 words)

pyramidal first paragraph in e-mail with | none is relevant none is relevant
no irrelevant segments

subject subject strong lexical relevance subject is relevant

appointment segment with time none is relevant lexical evidence
of event of appointment of appointment

attachment segment with description none is relevant lexical evidence
of statement of attachment of attachment

forward segment with description none is relevant lexical evidence
of statement of forward of forward

question segment, with question none is relevant question mark

none is relevant

list

list segment preceeding the list,
first segment of items

+ summing textual and
documental documental relevance

lexic segment containing most strong lexical relevance none is relevant
relevant lexic

structural segment most salient strong discourse structural | none is relevant
structurally relevance

subjective segment most salient strong subjective relevance | none is relevant
subjectivity

textual most relevant segment none is salient none is salient
summing all textual
relevance evidence

textual most relevant segment none is salient none is salient

Table 1: Pre-established kinds of summaries, characterizing features of each kind and associated

summarization strategies.

corpus, some of the summarization strate-
gies did not apply, and are not represented
in the evaluation, like list, attachment, for-
ward or subject. However, they were found
in the training corpus, and performance for
these strategies is very much comparable to
that of other e-mail specific strategies, like
appointment or question.

It is shown that a knowledge intensive ap-
proach yields better summaries than simpler
methods, like taking the first paragraph of
the e-mail. It can be seen that pyramidal
strategy yields a very bad balance between
summary length and agreement with judges,
almost equalling full mail approach. There-
fore, and opposed to usual kinds of summa-
rization, location in the e-mail cannot con-
sidered as feature for relevance.

In general, summaries exploiting e-mail
specific knowledge show higher kappa agree-
ment than linguistic-based ones, but the lat-
ter present a much higher coverage. Indeed,
linguistic-based strategies apply for the whole
collection of e-mail, while not every message
contains e-mail specific clues that have been
systematized. The strategies textual and tex-

tual + documental suppose a compromise be-
tween precision and coverage. As can be ex-
pected, they present a very good relation be-
tween summary length and agreement with
human summaries.

It must be said that very simple tech-
niques, like taking the segments with the
most frequent words in text or those asking
a question also yield very good results. This
indicates that a better account of how each
kind of evidence contributes to obtain a good
summary will improve the strategies combin-
ing different kinds of information, as is the
case for textual and textual + documental.

Finally, results concerning the chosen
summary show that there is still room for
improvement within the summarization mod-
ule. The final summary, chosen from all sum-
maries produced for a certain e-mail, presents
good agreement with the summaries made by
humans, but the average length is quite high.

7 Conclusions and Future Work

We have presented CARPANTA, an e-
mail summarization system that applies
a knowledge-intensive approach to obtain
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highly coherent summaries, targeted to guar-
antee understandability in delivery by phone.
The performance of the system has been
evaluated with a corpus of human-made e-
mail summaries, reaching a level of agree-
ment with users close to agreement between
human judges. However, results indicate that
the classification module has to be improved,
which will be done by manually incrementing
the rules and by applying machine learning
techniques.

Given the highly modular architecture of
CARPANTA, adaptation to other languages
has a very low cost of develpment, provided
the required NLP tools are available. Indeed,
enhancements for Catalan and English are
under development.

Future work in our system should include
modules that enable for automatic normal-
ization and correction of input texts. (Cli-
ment et al., 2003) suggest that there’s special
need for modules of: (a) punctuation recov-
ery, (b) accent recovery, (c) spelling-mistake
correction, and (d) terminological tuning ac-
cording to users’ profiles.
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