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Abstract: This article reports the results of two experiments in which factors such as dt
amplitude and noise are manipulated, in order to &ehieore natural utterances in synthe
speech. The participants were native speakers of English, instructed to judge the natur:
the different versions of utterances generated throughout the manipulations. The results
that there are sigrigant individual preferences, as well as classification principles other
conventional ones. There is evidence to believe that further research in this area will
positive results in the search for naturalness. The same principles could bd tppkarch fo
naturalness in the prosodic structure of the synthetic utterances. Advancement in this i
surely render improvements in Spoken Dialogue Systems.
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1.1 Interpreting Speech

1 Introduction Since speech is continuous, the process

Natural sounding synthetic speech is one of the interpreting speech is also continuo
goals in language research. Moreover, the phonemes thamake up
Although it is one of the main challenges in  utterances overlap, making the segmenta
Language Engineering, ‘Naturalness in process much more difficult. Research in t
synthetic speech is a very subjectiveeasthat area confirms that there is a continuc
cannot be easily measured. Native speakers canmapping of speech onto the lexical, semau
easily tell whether something sounds natural or and pragmatic levels of interpretation, at
not; what is not always so easy to define is why. maximum speed possiblédowever, this does

In the experiments reported here, different not mean that the interpretation of messe

versions of synthetically generated words were occurs as the speech signal is perceived, at
presentedota number of native speakers of notin all cases.
English. They were instructed to rank these Experiments in this area (Bard, Shillcock
versions in terms of naturalness. Each set of Altmann, 1987) prove that 20% of words
versions contained the default generated by the not recognized by the time the whaoword is
synthesizer (from the Boston Radio Corpus), heard and it is more likely to affect functic
and a number of handanipulated versions. than content words.

Firstly, we must decide what manipulations One of the relevant concepts is the notior
and in what degree they should be performed. redundancy. It is the existence of a great de:
Secondly, we must choose the principle or rule redundancy in speech that allows for -
to perform these manipulations systematically.  reductions in duration and amplitude tkaem

The manipulations chosen were segment to occur in natural speech.
duration reduction, introductioof white noise Part of the controversy in the unravelling
and amplitude reduction. The use of these the selection process is the interdepende
factors is justified by the results obtained in between form and content; which of them
other studies (Hoequist 1983; cited by K. prioritised in the selection process is <
Tajima et al. 1997). The points at which these undetermined. Reactidime experiments
manipulations have been applied as well as the indicate that listeners can recognize wao
manner in whichit was done were selected before hearing their ending, if all possit
considering two main concepts: the recognition candidates have been discarded at an es
point, and the maximum and minimum entropy stage. Marslewilsons concept of ‘early
points. selection (MarsleWilson 1987) may explair
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the speed of speech interpretatsord shed light
on the interrelation between form and concept:

Early sdection is the identification of
spoken words, in normal utterance
contexts, before sufficient acoustic-
phonemic information has accumulated
to allow the identification decision to be
made on this basis alone. Numerous
studies(...) show not only that words are,
on average, recognized on context about
200 msecs. fromword onset, but also that
the sensory information available at that
point is normally quite insufficient by
itself to allow the correct identification of
theword being heard.

The system must be able to combine the

competitors.  Furthermore, assuming t
frequency affects activation levels in lexic
access, we may assume that fluctuation:
frequency also affect the interrelation betwe
each individual item and its competitors
terms of the activation levels (Marslévilson
1990).

Although the other modelsf lexical access
will not be discussed, we must point out tha
is MarlenWilson s Cohort Model that has bet
essential in the design of these experime
since it allows for the prediction of the point
which a certain word will be recognized. Tt
model also implies continuous and sequer
lexical access and selection over time.

An alternative perspective of how tl

processes of access and integration that define information reaches the lexicon is given
the mental lexicon as an information processing terms of Entropy (H), i.e., the amount
system. Multiple access and multiple information conveyed by the subsequ
assessment of integration mughen be segment®f a given word.

simultaneously possible. The speed with which It will be on these two conceptgcognition
this process takes place indicates some form of or uniqueness point and Entropy that we will
parallelism in the performance of the different base the manipulations performed for
tasks. experiments described below.

This information is extremely important in The Cohort Model presents as well sor
the design of Spoken Dialogue Systems, where problems. Bearing in mind that the ndénitial
the ultimaé goal is to simulate the human brain cohort is defined in terms of the beginnings
speech processing abilities. the words, the essential information on whi
the model bases the entire lexical decis
process, must be the word onset.

Once the wordnitial cohort is defined, nc
other candidates can be corsied or includec
in the decision set. Therefore, this model car
cover those cases defined by Bard, Shillcoc
Altmann 1987. The nature of speech its
makes it unlikely to guarantee the corr

1.2 Lexical Process

There are a considerable number of approaches
that attempt to describe the lexical process. In
general three basic assumptions have been
agreed on in terms of lexical asse and
selection:

a) The concept of activation is an accurate
representation of the process.

b) A set of candidates is simultaneously
activated and competes in the selection
process.

c) The levels of activation determine the

selection of the final candickes.

estimate of the word onset, in which case,
recognition process is doomed to failure.
1.3 Semantic Access

There is significant evidence for the multip
activation of lexical contents and phonologic

There are also some controversial issues that elements early in the access and selec
have not yet been agreed upon (Bard, 1990): process (Marslevilson et al., manuscripi

a) The frequency of competitors affects the

Zwitserlood 1985; Lucas 9B7; Seidenberg

Tanenhaus, Leiman & Bienkowski 198:
Given that this implies the use of sensory ¢
contextual constraints  interrelated, 1
interaction of these constraints in terms
timing and manner is significantly relevant.

activation level of a word.

b) Competition among candidates involves

lateral inhibition.

c¢) The perceptual choice aiion is

determined by the ratio of activation of a

candidate to the total activation, or to its Some models (LogogerModel, Morton

closest competitors. 1969) propose the existence cbntextual

The recognition process could then depend preselection. Forster supports a doubiaede
on the level of activation of the words and their system where the lexical access module cal
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tuned in formbased bottonup mode by
default. The Cohort Model however, advocates
for a bottomup priority pocess which
presupposes no conteésésed preselection, and
appoints the fornipased selection process as the
determining factor. There is extensive evidence
confirming that strong contextual constraints do
not prevent the activation of semantically
inapprgriate candidates that nonetheless match
the auditory input ( Tyler 1984; Tyler &
Wessels 1983; Samuel 1981; Zwitserlood 1985;
all cited in MarslerWilson 1987). There are
therefore strong arguments to believe that
contextual constraints contribute to the
selection process only when the fobased
selection process has already appointed one
candidate as the most likely.

2 Experiment 1

2.1 Subjects

Twenty naive subjects, all of them native
speakers of English, completed the experiment.

2.2 Synthesizer

The synthesier used was the Festival Speech
Synthesis System: version 1.4.0. The voice
chosen was Kurt, an American English male
speaker. It uses the UniSyn residual excited
LPC diphone synthesizer. This uses the CMU
lexicon, and letter to sound rules trained from
it. Intonation is trained from the Boston
University FM Radio corpus. Duration for this
voice also comes from that database.

2.3

Sixty words were randomly selected from the
CELEX Lexical Database: 5 from each of 8
word class groups and 20 more solely bseau
of their unusual length. Ten of these words
were longer than 16 characters, and the rest at
least 12 characters long.

ltems

2.4 Objective

The goal of the experiment was to present the
subjects with a number of manipulated versions
of each of the words, which wesynthesized in
isolation. The subjects were instructed to rank
them in terms of their ‘naturalness .

2.5 Manipulations

Depending on their length, data availability and
other factors, the items selected for the
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experiments were classified in several grot
For each group only a number

transformations were applied in order
generate a limited number of versions. 1

following groups have been analys
separately:
Group Diescription
L Word Length == 16
8V % Comparahle Vs,
6% fi Comparahle Vs,
5V 5 Comparahle Vs,
a7 2 Comparable Vs,
The following table shows all th

manipulations performed in general.

Lahels | Description

D Default

20 Duration 20%

40 Duration 4 0%

P20 Curation Progressrvely 20%
P40 Duration Progressively 40%
A Amplitude 0.2

Pi Amplitude Progressively 0.2
Flus Moize Added

Hz0 Entropy 20%%

H40 Entropy 40%%

Ha Entropy Amphitude 0.2

2.5.1 Recognition Point
2511 Duration

The duration of the individual phonemes witt
the word was reduced from the recognit
point on.

In the case labelled ‘20, all phonemes af
the recognition point were reduced in len
20% of their déault duration.

Duration % reduction
A

20

A

Word Length

Uniqueness Point

Figl: Duration reduction
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In ‘40, the manipulation is identical to ‘20
except for the percentage of reduction, which in
this case is 40%.

In ‘P20, the phonemes are reduced
progressively up to 20%, and up t0% in
‘P40 .

Duration % reduction
A

J

Word Length

20

Uniqueness Point

Fig2:Progressive duration reduction

25.1.2 Noise

The introduction of white noise is inspired
on results obtained in vision studies, where a
certain amount of blur was found natural in the
perception of natural images. $hwill give us
an idea of the amount of noise bearable for the
listeners, or even preferred in terms of
naturalness. InPlus , white noise at a scale of
100 was created an added to the word from the
uniqueness point on.

2513 Amplitude

In ‘A and ‘PA the anplitude of the phonemes
has been reduced in a step function manner in
‘A and progressively in ‘PA .

2.5.2 Entropy

This is virtually a measure of the amount of
information provided by each phoneme in
relation with the total number of phonemes in
the word.

The ‘ersions generated in terms of entropy
are based on the data obtained in the MOP
Project at the University of Edinburgh

2521 Duration

In ‘H20 and ‘H40 the phoneme with the
minimum entropy value once the entropy peak
has been reached was reduced 20 and 40
perent respectively, and the rest of the
phonemes from the peak on were reduced in a
percentage inversely proportional to their
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entropy value (MOP project,
University).

Edinburg

2522 Amplitude

In ‘HA, the amplitude of the phonemes
reduced in terms of theintopy.

2.6 Manipulations

Due to the nature of the data and given
difficulty of consistently ranking sets of seve
and eight items, the analysis of the results
be based on the number of times that eacl
the versions has been ranked first or sec
rather than on the mean scores. The resuli
both approaches will be compared.

The versions will systematically be order
in terms of the highest means, and the m
significant relations will be drawn and labell¢
according to the following scheme:

- p <0.01 labelled as>>".

- p < 0.05 labelled as".

- p >= 0.05 labelled as=".

Fig. 3 displays the differences in
according to Data Analysis 1 (DA1), whe
versions have been ordered according to
number of times they have been ranked first.

Fig 3: Group L, DAl

Fig. 4 shows the same results but accorc
to Data Analysis 2 (DA2), where the versio
have been ranked according to the m
number of times they have been ranked firs
second.

5

Fig 4: Group L, DA2
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There are significant differences in the order
of preference and the statistical level of
significance. Both approaches will be used for
the groups where the number of versions is high.
All other groups were analysed in the same
fashon. The results for groups 6V and 2V were
not statistically significant for this analysis.

Fig 7: Group 5V, DAl and DA2

The analyses presented show thatianship
between the versions, given the choices of all
subjects. However, there could exist patterns
within subjects. With this goal in mind, part of
the data was analysed and the following results
were found:

Groups Analysis of Variance
(ANOVA)
L (DA1) | p=0.000
L (DA2) p = 0.000
8V (DA1) | p =0.000
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8V (DA2) | p = 0.000
2V (DAL) | p = 0.068

The statistical significance above indicat
that the subjects consistently chose the si
versions throughout the experiment.

3 Experiment 2
3.1 General Conditions

The resources used for this experiment
identical to Experiment 1.

The selection of versions for Experiment
was based on the preliminary analysis of |
results of Experiment 1. Consequently, the r
group can be classified in three sdis.

Vers Iltems

L 20 | P20 | PA 20

D
F8V | D 20 [ H20 | HA |10
F5vV | D 20 | 40 A 5

3.2 Objective

The goal of this experiment was to mod
some of the factors that were likely to ha
some effect in Experiment 1, such as the h
number of versions presented. To ensure s
term memory, in Experiment 2 we have redu
the number of versions of each group to 4, i
the number of words to 35. Only DAL will k
performed.

3.3 Results

|Bp 020 BpP20 BPA

DA1
w Ao N

Fig 8: L in Ex2

The maximum difference in L is that betwe:
PA and P2pand the level of significance fis<
0.07.
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OH20 OD 020 EHA

Fig 9: F8V in Exp. 2

The maximum difference in 5V is that

between HA and H20. Its level of significance
isp<0.7.

|[BD 020 @P20 WPA

DAl
w A~ O N

Fig 10: F5V in Exp. 2

In F5V, at leat two of these versions are

significantly different: p < 0.034.

4

Conclusionsand Future Work

Given the small number of subjects, statistical
significance is unlikely here. Nonetheless, the
goal of these experiments is to find tendencies
and relationshig, rather than irrefutable proof
of facts, which would require more extensive
experiments.

In most cases the extreme manipulations

With regard to the subject analysis, 7 out
10 subjects present signifita version
preference. No relationship between
individual subjects and their preference |
been so far established. Their preferences
not appear to be related to their variety
English. Further analysis is required.

Version Preference L
Expl D P20 | PA 20
Exp2 PA | 20 D P20
Version Preference 8Y
Expl | D H20 | HA | 20
Exp2 | Ha | 20 D Hz0

Figll:Préerence in L and 8V in Exps. 1 and

4.1 Conclusions

These results point towards the kind
manipulations that could help impro
naturalness in synthetic speech. Although
results are not conclusive, they establish a t
for further experimentation.

The number of versions presented seems
have an effect on the decision capacity of
participants and, although these conclusi
need confirmation, ignoring such factor mic
invalidate future results.

New principles of classification are likely 1
offer new perspectives in this area. Therefc
features like frequency, word class, number
phonemes, entropy, number of phonemes &
the uniqueness point and stress are very il
to provide further information with regard
the possible manipulationsAlthough these

were deemed to be worse than the rest and interrelations are likely to be more complex, -
therefore discarded. However, there is a great @nalysis of simple combinations is necessan

number

of possibilities regarding eth

combination of manipulations. It would be
interesting to generate a version manipulated
both in terms of duration and amplitude.

Since the basésrm used was generated

from observational data, it was unlikely that

simple manipulations would

render bette

results overall. However, a relationship between
word frequency and the quantity and quality of _ € :
manipulation seems plausible. This opens more Yet been identified. Most systems are desig

possibilities for further research.

170

establish more complex connections.

One of the most striking findings is tl
possibility of the existence of persor
preferences regarding lgar words. Moreover
these preferences do not appear to be relate
English variety, age or sex. It is then possi
that this difference in preferences col
conform to a certain pattern, or be related t
certain factor, even though neither of thhage

to be used by a great variety of individuals |
there are cases however, in which «
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individual uses the system for long, continuous though their stress pattern is fdilent, is not
periods of time, or very often. It should then be straightforward.

possible to adapthe system. This adaptation The most recent approaches to lexical act
should be easy to program, or even automatic consider frequency a key factor in lexic
in Spoken Dialogue Systems. competition. Researchers have not yet ag

on what the right approach is in terms of 1
4.2 Future Work frequency of the words themselves, and

frequency of their competitors. Therefore, m
It would be of great interest to implement experiments relating these factors v
the results of this research in spoken contribute to solving the puzzle.
dialogue systems, where additional o
information is availate. As we have seen 9 Bibliography
in the introduction, much information in  Altmann, G. Lexical Satistics and Cognitive
addition to the acoustic information alone is Models of Speech Processing in Altmann, G.
used in the understanding process. Spoken (Ed) Cognitve Models of Speec
dialogue systems could make use of all this ~ Praessing. MIT Press Cambridge: M
information. 1990.

According to the approach chosen here, all

these wrds have_ the' same _recogn!tion point. analogy in text-to-speech synthesis: Novel
Further research in this area is certainly needed. |, 5q pronunciation and lexicon

It is by no means obvious that a native speaker  compresson. Computer Speech  ar

Bagshaw, P. Phonemic transcription by

presented with one of these different cases: Language (1998) 12, 11942.
{fdQgm ../ / dQg ‘m...f Bard, E. Competition, Lateral Inhibition, and
Frequency: Comments of Chapters of
as in @5 i Frauenfdder & Peeters, Marden-Wilson,
and Others in Altmann, G. (Ed) Cognitive
fdQgmi / fd0e mitlk Models of Speech Processing. MIT Pr
fd0em@tlz@m fdQe ‘mitlkP { Cambridge: MA, 1990.

f o dDemitlst f Qg ‘mi{tlks /

Bard, E & Shillcock, R.Competitor Effects

During Lexical Access: Chasing Zipf s Tail

Within the same paradigm of words: in Shillcock, R. & G. Altmann (Eds)
Cognitive Models of Speech Processing: -
Second Sperlonga Meeting. Lawrer

dognas Erlbaum Associates Ltd. UK: Hove, 1993.
dogmatic
dogmatical Butterworth, B. Lexical Access in Speech
dogmatically Production in Marslenwilson, W. (Ed.)
dﬂgmat_iﬂs Lexical Representation and Process. M
dogmatism Press. Cambridge: MA, 1989.
dogrmatist
dogmatists Charlestuce, J., Luce, P. & Cluff, M
dogmatize Retroactive  Influence  of  Syllable
dogmatized Neighbourhoods in Altmann, G. (Ed)
Cognitive Models of Speech Processil

MIT Press Cambridge: MA, 1990.
Would consider them botlas a viable
possibility. Whenever one of them is heard, the Cutler, A Auditory Lexical Access. Where Do
whole paradigm could be primed, but whether We Sart? in MarslenwWilson, W. (Ed.)
that means that some of the members of the  Lexical Representation and Process. N
paradigm are considered as competitors even  Press. Cambridge: MA, 1989.

171



P. Manchén Portillo

Damper, R., Marchand, Y., Adamson, M. &
Gustafson. Evaluating the pronunciation
component of text-to-speech systems for
English: a performance comparison of

different approaches. Computer Speech and

Language (1999) 13, 15676.

Fourcin, A. Assessment of synthetic speech in

Bailly, G., Benoit, C. & Sawallis, T. (Eds).

Talking Machines: Theories, Models and

Designs. Esevier Science Publisher.

Amsterdam: The Netherlands, 1992.

Griffin, Z. & Bock, C. Constraint, Word
Frequency, and the Relationship between
Lexical Processing Levels in Sooken Word

Production. Journal of Memory and

Language 38, 31338 (1998).

Kessinger R. & Blumstein, S. Effects of
speaking rate on voice-onset time and vowel
production:  Some  implications

perception studies. Journal of Phonetics

(1998) 26, 117:28.

for

Klatt, D. Review of Selected Models of Speech

Perception in MarslenWilson, W. (Ed.)

Lexical Representation and Process. MIT
Press. Cambridge: MA, 1989.

Manchén  Portillo,

P. Psychokinetically

Inhibited Manoeuvrability: Towards More

Natural Synthetic Speech. MSc. Thesis at

Edinburgh University, 1999.

MarslenWilson, W. Access and Integration:

Projecting Sound onto Meaning in Marslen-

Wilson, W. (Ed.) Lexical Representation and
Process. MIT Press. Cambridge: MA, 1989.

MarslenWilson, W. Issues of Process and

Representation

in Lexical Access

in

Shillcock, R. & G. Altmann (Eds). Cognitive
Models of Speech Processing: The Second

Sperlonga Meeting.
Associates Ltd.

UK: Hove, 1993.

Lawrence Erlbaum

Pecher, D., Zeelenberg, R. & Raaijmakers, J.
Does Pizza Prime Coin? Perceptual Priming
in Lexical Decison and Pronunciation.

Journal of Memory and_anguage 38, 401-

418 (1998).

Shillcock, R. & Bard, E.Modularity and the

Processing of

Closed-class Words

in

172

Shillcock, R. & G. Altmann (Eds). Cognitiv
Models of Speech Processing: The Sect
Sperlonga Meeting. Lawrence Erlbat
Associates Ltd. UK: Hove 993.

Segui, J. & Grainger, JAn Overview of

Neighbourhood Effects in Word Recognition
in Shillcock, R. & G. Altmann (Eds
Cognitive Models of Speech Processing: -
Second Sperlonga Meeting. Lawrer
Erlbaum Associates Ltd. UK: Hove, 1993.



