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Resumen: Internet proporciona a los niños acceso a la pornograf́ıa y otros con-
tenidos poco adecuados de formas mucho más expeditas que otros medios. Con el
propósito de mejorar la efectividad de los filtros actuales, presentamos el proyecto
POESIA, que pretende desarrollar y evaluar una herramienta de código abierto para
el filtrado de material accesible por Internet en ámbitos educativos.
Palabras clave: Filtrado de texto, Código Abierto, Análisis de contenido textual,
Procesamiento de Imágenes

Abstract: Internet provides to the children an easy access to pornography and
other harmful materials. In order to improve the effectiveness of existing filters, we
present POESIA, a project which objetive is to develop and evaluate an extensible
open-source Internet filtering software in educational environments.
Keywords: Text Filtering, Open-source, Text Analysis, Image Processing

1. Introduction

POESIA (Public Open-source Environ-
ment for a Safer Internet Access) is a new,
in-development open-source tool for filtering
inappropriate Internet content in educational
environments. POESIA will filter several do-
mains (including, at least, pornography, vio-
lence and racism), Internet channels (includ-
ing, at least, Web and e-mail) and languages
(English, Italian, Spanish, French), by using
several technologies: text analysis, image pro-
cessing, script code analysis, etc.

POESIA is being developed by a con-
sortium with ten organizations: Istituto di
Linguistica Computazionale (Italy), Com-
missariat à l’Energie Atomique (France),
Ecole Nouvelle d’Ingénieurs en Communica-
tion (France), M.E.T.A. S.r.l. (Italy), Univer-
sidad Europea CEES (Spain), University of
Sheffield (United Kingdom), Fundació Cata-
lana per a la Recerca (Spain), PIXEL As-
sociazione (Italy), Liverpool Hope Universi-
ty College (United Kingdom), and Telefónica

∗ This project is partly funded by the Euro-
pean Commission, Information Society, un-
der the Safer Internet Action Plan. See
http://www.europa.eu.int/information society/
programmes/iap/index en.htm.

Investigación y Desarrollo (Spain).
The system will run on a Internet access

server at places where browsing and other
Internet activities are undertaken, i.e. class-
rooms and libraries. POESIA aims at being
more effective and flexible than current (com-
mercial or not) tools.

Two are the main strategic elements
at POESIA: the integration of knowledge
sources and technologies, and its open-source
nature. First, it is expected that, while iso-
lated information sources lead to limited ef-
fectiveness filters, the effectiveness of the sys-
tem will high by exploiting the combination
of them. Secondly, the open-source nature of
the software will promote external contribu-
tions (more effective filters, more languages
and domains covered, etc.), and will allow a
faster development process (by reusing avail-
able open-source tools as Squid, JigSaw, WE-
KA, and others). In fact, any external collab-
oration is welcomed.

2. System Architecture and

Operation

The approach is learning single informa-
tion source classifiers, and a general classi-
fier based on them. Each single classifier is
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based on leading techniques: text categoriza-
tion and (some) understanding for text filter-
ing, abstract interpretation for scripts code
analysis, etc. For each information source,
two filters will be developed: a light filter
based on superficial analysis techniques, and
a heavy filter based on deep analysis tech-
niques. The heavy filter will be used when
the light filter is not able to take a decision.
Text based filters will be language dependent,
with an additional language recognition com-
ponent.

3. Text Filtering at POESIA

Regarding Spanish text filtering, we fol-
low a text categorization (Sebastiani, 2002)
approach:

For the light filter, a Vector Space Mod-
el (Salton, 1989) text representation has
been selected, with stemming and sto-
plist filtering. A cost sensitive learn-
ing process based on Instance Weight-
ing and Support Vector Machines has
lead to high effectiveness for spam filter-
ing in our previous work (Gómez, Maña,
y Puertas, 2000; Gómez, 2002), so we
will follow this approach for Web porno-
graphic pages.

For the heavy filter, a better represen-
tation based on Natural Language Pro-
cessing is being designed. Techniques
used for this task will possibly include:
automatic extraction from the corpo-
ra of significant “terminology” (single
words, cue phrases, fixed multi-word
expressions, frozen text patterns, etc);
construction of domain relevant the-
sauri/semantic lexicons; and shallow lin-
guistic analysis techniques, facilitating
identification of variable multi-word ex-
pressions and text patterns (named en-
tity recognition, chunking, functional
analysis, etc.).

4. First Results

A prototype of the Spanish light filter is
readily available, in the form of a Muffin
proxy filter. The prototype has been coded
by reusing the learning environment WEKA1

(Witten y Frank, 1999), the proxy system
Muffin2 and the library HTMLParser3, and

1
Available at http://www.cs.waikato.ac.nz/ml/weka/

2
Available athttp://muffin.doit.org

3
Available at http://www.isacat.net/2001/code/

includes 26 Java classes and 2700 code lines.
It is based on a binary vector text representa-
tion with stemming and stoplist, Information
Gain (Sebastiani, 2002) term selection, and
Support Vector Machines (Joachims, 1998)
as learning approach. With a small sample
of 55 training web pages (27 X rated pages),
it has been evaluated by ten fold cross vali-
dation with 0.941 X precision and 0.806 non-
X precision. In our opinion, the results are
promising, and we expect to get much better
results with a better text representation and
a high scale Web page sample.
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