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Abstract It is current belief that POS-
taggers need huge amounts of hand
tagged text for training (in the order
of 10° pretagged words). In this paper
we show how to generate POS-taggers
trained with no more than 10* hand
tagged words. These taggers achieve pre-
cision results that are as good as the best
performant state-of-the-art POS-taggers.
We overcome the huge training corpus
problem by carefully combining a large
lexicon with an efficient neural tagger.
Experimental results are presented and
discussed for the Susanne Corpus and
three different Portuguese corpora. 96%
precision rates are obtained when un-
known words occur in the test set.

1 Introduction

We wanted a generic approach to tagging.
This approach should be totally independent
of the language or text genre we are dealing
with. We should also answer questions such
as what is the best way to start working when
we have only a large untagged corpus avail-
able? Or, what is the minimal amount of
work required from a linguist? Our goal is to
be able to work in any language or text genre.
Our system should be tuneable to any imag-
inary unknown Language with only a mini-
mum amount of work. This way we should
be able to use any tag set on any language,
sublanguage or text genre we need. More-
over, our goal should be to tag with any tag
set that is needed for any specific application.
We should support either syntactically ori-
ented or more semantically oriented tag sets.

The problem of the lack of training text
is a universal one even for English: The
huge amounts of pre-tagged texts available
are only suitable for some domains. As a
matter of fact taggers trained with the exist-
ing hand tagged corpora perform quite poorly

in specific application areas. Moreover, the
tag set to use is highly dependent on the kind
of problem and text one wants to study. This
is the reason why we think that the colos-
sal efforts done either for hand tagging huge
amounts of text ([MSM93]) or for hand build-
ing (or tuning) complex rule systems ([SV97])
are only of limited use. Since [Mer94], it
has also been clear that unsupervised train-
ing methods for tagging (such as the one pro-
posed in [CKPS92] or [Bri95]) derive their
good performance from lexical information
(word endings) and need background infor-
mation, supplied to the tagger by a hand de-
fined set of initial contextual tagging rules.
In practice these systems are just hand built
rule base taggers enriched with probability
estimates collected from untagged text. Al-
though these probability estimation improves
slightly the results of pure rules, these taggers
still need a huge amount of hand work on rule
building: they are unsuitable for our generic
approach to linguistics.

Our first experiments, using HMM mod-
els ([VMLV95]), were discouraging. We
needed better learning devices. That’s why
we started using neuronal networks([ML96b])
and got promising results. The use of neu-
ral networks for tagging should be similar
to other probability estimation methods also
applied to tagging, such as the maximum
entropy tagger ([Rat98]), having the advan-
tage of allowing a clear and richer modula-
tion of context. We will present some results
showing that when we train our tagger above
the 10 000 tagged words limit, any more ex-
tra tagged words are only improving lexicon
quality[MLO01]. Based on this we will show
that, by using a bootstraping approach, lex-
ica can be acquired with an effort smaller to
the one required for tagging a 100 000 word
corpora. Results will show that this tech-
nique can successfully be used for overcom-



ing problems posed by huge training corpora
dependency, language dependency and text
genre dependency.

2 Modeling Lexical Contextual
with Neural Networks

In [Mar00], [MLO1] we have described a neu-
ral model for POS-tagging. This model is
based on two assumptions. The first assump-
tion is that any word can be represented by

a probability vector amb,,. We named this
vector as the lexical probability vector. The
lexical probability vector appears in a dictio-
nary and contains the probabilities of all the
tags for a given word:
amby, = [p(tag: |w), ..., p(tagn |w)]*

where w is the word under consideration and
the set of tags used for tagging the corpus
is tagy,...,tagny. The second assumption is
that the part-of-speech information could be
unambiguously extracted from sequences of
three words (trigrams). Since syntactical in-
formation tends to appear in a local con-
text, this approach is usual in the part-of-
speech tagging literature [Mer94]. In [Mar00]
we justify why these two assumptions tend
to be closer to reality than the ones pre-
sented in standard POS-tagging literature.
The basic reason for this is that a trigram of
lexical vectors can enclose more information
than the one supplied by ambiguity classes
([CKPS92]) or by the previous state on a
HMM tagger ([Mer94]).

The neural tagging model was imple-
mented using a simple feed-forward neural
net [Hay94] using only input and output units
(we tested several networks in [ML96b], and
the simplest network was the one with best
performance). The basic idea is to associate
each neural unit with a part-of-speech tag t;:
Three vectors of input neurons represent the
word trigram w;_1, w;, wi+1. These three sets
directly receive the values taken from lexi-

cal vectors ambi_{,amb},ambH{. In order
to determine these vectors we use an inter-
nal lexicon. We based ourselves on MLE es-
timators extracted from the training corpus
to calculate these values. After counting the
frequency of pairs (word, tag), we build the

lexicon by estimating amb,, for each tag. The
lexical vector is calculated by:

* T
ambw = [fTEQ(tagl,ond) PIRELY) fTEQ(tagN)] .
freg(word) Ffreq(word)

Figure 1: Diagram of the neuron used to
identify a given POS tag

We will call this lexicon the internal tagging
lexicon.

For training purposes the output units are
assigned the values 1 or 0, according to the
part-of-speech category they were tagged in
the corpus: 1 if the neuron represents the tag
assigned to the word and 0 otherwise. The
network was trained first using the standard
backpropagation algorithm and then momen-
tum backpropagation algorithm. The stan-
dard backpropagation was used with n = 1.0.
The momentum backpropagation algorithm
was used with n = 1.0, 4 = 0.7 and ¢ = 0.1
[Uni%4].

Evaluation/tagging is similar: input values
are acquired in the same way as during train-
ing. Then we propagate the input through
the neural network and select the output unit
with the larger activation value. We tag the
word with the tag that is associated with the
selected neuron.

We usually split our tagged corpus into a
training corpus (used by the network training
algorithm), an evaluation corpus (with 3 sen-
tences, approximately 100 words') and a test
corpus (also with approximately 100 words).
As usual in neural network training, to avoid
over-fitting, we used the evaluation corpus to
determine when we should stop the training
process?. The test corpus is solely used to

compute error rate.

'We have used more than the three sentences for
test/evaluation, but results on the ten different runs
showed that the use of just three sentences led to
stable values

>That is, we minimized the learning error on an-
other corpus different from the training corpus



3 The Influence of more tagged
text: Results on Susanne
Corpus

In [MLO1], we have used the SUSANNE cor-
pus® to separately measure the influence of
contextual and lexical information in tagging
precision. The Susanne corpus contains a to-
tal of 142524 tagged words (divided by 4200
sentences®). Without loss of generality, we
have remapped the 426 tags presented in the
original SUSANNE tag set into a smaller tag
set of 37 POS tags. The 37 POS set repre-
sents a fairly standard tag set in tagging liter-
ature [MSM93]°. This has also been done in
order to increase the number of occurrences
of each tag (some of the original tags occurred
only once in corpus). For instance distinct
unambiguous tags, such as tags MCn and
MCr, denoting an Arabic numeral or a Ro-
man numeral have been joined into the same
POS class, numeral.

For evaluating the importance of the size
of corpus into global precision we have se-
lected several subsets of the corpus. Each
subset had a different size (i.e. different per-
centages from the original corpus). At each
subset we have used two distinct methods for
building the internal tagging lexicon. The
normal method used only the text available
in the current subset for building the inter-
nal tagging lexicon. We used 10-fold cross-
validation to measure the precision results
presented in line TrigNorm of figure 2. In the
other method we used the entire text in SU-
SANNE corpus, excepting the one selected
for testing (that is our text was always un-
seen text, having unknown words) for build-
ing the internal tagging lexicon. As a result
we have also measured how the tagger be-
haves if we use a not so good context (the
same ones that were used for line TrigNorm)

3The SUSANNE Corpus is a freely available,
English annotated subset of the Brown corpus
(ftp://ota.ox.ac.uk/pub/ota/public/susanne). This
corpus contains a total of 4200 sentences, or 142524
tagged words and is supplied by the University of Sus-
Sex.

“We have measured this by counting the number
of end-of-sentence marks that appeared in the corpus.

5Since very few tagging efforts are made public, no
"standard tag set” for comparison purposes has yet
emerged. Probably the problem is that every human
tagger — we included — has her/his particular view
of what tags she/he should/ has to use in its work.
Despite this we have tried to adapt Susanne tags to
what is fairly common in literature.

and a very good lexicon (that is a lexicon ex-
tracted from approximately 130 000 words,
systematically excluding the test set). These
results are presented under line TrigFull in
figure 2.

Baseline precision was also calculated
by computing unigram precision (measuring
how far can we go without using any word
context). The correspondent lines in figure 2
are UnigNorm (for the normal internal lexi-
con) and UnigFull (for the lexicon extracted
from approximately 130 000 tagged words).

The analysis of graphic gives rise to an
outstanding conclusion for most of the tag-
ging research community. When using a suf-
ficiently good statistical estimator, trigram
contextual information can be extracted from
as little as 5 700 words (92.6% + 0.5 pre-
cision). Moreover top performance results
(93.6% £ 0.5%) are acquired with only 22803
tagged words (that is a rather conservative
engineered estimate since we achieve 93.2% +
0.5 precision with only 11402 tagged words).

This conclusion justified the need of bet-
ter dictionaries for tagging. Next experiment
shows how this results can be used in a real
life tagging problem.

4 Tagging Portuguese Text:
Using the POLARIS lexicon

We have also applied this tagger generator
to Portuguese text. When we started our
work in Portuguese there wasn’t tagged cor-
pora at all to train our system (this work
started 7 years ago with lexical development
for Portuguese and at that time there wasn’t
not even an untagged Portuguese corpus).
So we used a very small hand tagged cor-
pus with only 5,000 words. With a so small
tagged corpus, the internal tagging lexicons
that could be learned from text were also very
small and incomplete. This fact resulted in
a huge number of unknown words [ML96a]
when tagging new text. Of course if we
used the closed lexicon assumption we could
achieve correction rates over 97%. But when,
in a more realistic approach, we used an open
lexicon our system’s accuracy dropped to a
modest 88% precision.

So we started working on using a gen-
eral lexicon, the POLARIS system lexi-
con ([LMR94]). This system has a lexical
database with more than 100,000 base word
forms, together with morphological inflection
rules, as well as word derivation (suffixation
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Figure 2: Learning speed with a good dictionary and different sizes of corpora. Each dot
represents a subset of the corpus. Unigram lines represent results without any context and
trigram lines represent results with context. The -norm suffix indicates that the internal tagging
lexicon was extracted only from that subset of corpus. -full suffix indicates that the full corpus

was used for building the internal tagging lexicon.

and prefixation) rules and irregular word for-
mation rules ([ML94]). By using the PO-
LARIS morphological engine and morpholog-
ical rules our system is capable of recognizing
more than 10® words.

Unfortunately the POLARIS lexicon is a
dictionary-extracted lexicon. And besides
some inevitable noise, it only contains the
list of possible parts-of-speech for each word.
No tag probabilities are supplied. The main
problem was then how to convert this ambi-
guity tag class into a lexical probability vec-
tor. The chosen approach solved the problem
by using the following intuitive rules:

e DictionaryRule: If the word’s vector
is known in the internal tagging lexicon
(the one extracted during training) then
use it.

e PBWRule®: If a word has the same
base word form as one whose probability
vector is known in the internal tagging
lexicon then use that probability vector.

e PolarisRule: If the word doesn’t have
any related probability vector in the
internal tagging lexicon then use PO-
LARIS lexicon. Since Polaris only re-
turns an ambiguity class, we have to use
the training corpus to build the ambigu-
ity class probability vector’.

5From Polaris Base Word.
" After using Polaris lexicon to convert each word
to its ambiguity class, we estimate a dictionary of am-

e UnknownRule: If the word is un-
known in both lexicons return a default
unknown word probability vector, also
measured from corpus.

The default ambiguity class probability
vector is calculated based on the words that
occur only once in the training corpus and
have the given ambiguity class (ambiguity
classes were first suggested in [CKPS92]).
The unknown words probability class is based
on the words that are not on the POLARIS
lexicon (mainly proper names), and occur
only once in the training Corpus (The rea-
son behind estimating the probabilities of the
unknown words based solely on the probabil-
ities of the words that occur only once in the
training corpus is justified in [BS96]. Accord-
ing to the studies performed by these authors
in English, the probability of a given feature
of the unseen words is best estimated based
on the probability of the words that occur
only once in the corpus, the hapaz legomena).

5 Portuguese Precision Results

We have available two distinct Portuguese
corpora: The Lusa corpus with internal news
bulletins from the Portuguese news agency
and the PGR corpus related to case-law
texts. Since Lusa corpus is composed by news
bulletins internally sent between the media,
these bulleting sometimes have misspelled

biguity classes by the same process we used to build
the internal tagging lexicon



Dictionary PBW Polaris None
Lusa 1.7938 £9 x 107 % | 1.18 £2 x 1072 6.58 £ 1072 10.821 £8 x 1073
Lusa(+PGR) 1.956 + 1073 1.14+ 10772 1062+2x 1077 | 18857+ 6 x 10~
PGR 1.6683 £4 x 10~% 1.17+ 1072 9.00+£2x 107? 18.09 £ 1072
Total
Lusa 2.748 +2 x 1073
Lusa(+PGR) | 3.627+3 x 10~°
PGR 2.316 £ 1077
Table 1: Medium ambiguity for each rule.
Dictionary | PBW | Polaris | None
Lusa 83.4% 1.5% | 11.2% | 3.9%
Lusa(+PGR) 83.6% 2.5% 9.9% 4%
PGR 92.6% 1.3% 1.7% 4.4%

Table 2: Relative weight for each rule.

words, namely missing diacritics. Compared
with PGR corpus the Lusa corpus is a very
noisy one. The Lusa corpus has 5 400 hand
tagged words (with 2.748 +2 x 1073 tags per
word) and the PGR corpus has 18675 hand
corrected tagged words (with 2.316 &+ 1073
tags per word). If we join both corpora we
will acquire a more generic corpus (that we
will call Lusa(+PGR) from now on) with
3.627 = 3 x 1072 tags per word. In table 2,
we have also counted how many times each
of previous section rules were applied in the
test corpus, when we use the training corpus
to build the internal tagging dictionary. For
example, in the Lusa texts 83.4% of words
were present in the internal tagging dictio-
nary. 1.5% of words were morphologically re-
lated to the words from the training corpus;
11.2% only occur in the POLARIS lexicon;
3.9% words were unknown.

In table 3 we present global precision val-
ues for our three corpora split accordingly
with previous section rules. In last column
we present the global average precision. As
previously we have made ten runs with dif-
ferent training and test data over the same
corpus, and established confidence intervals
using a t-student distribution with o = 0.05.
Table 4 presents the same data without using
any contextual information (unigram tagger).

Once again we see the importance of using
a large lexicon. The known word precision
in corpus is good (95.5% for Lusa and 97.3%
for PGR?®) but those numbers are worst when
the word is unknown in the training corpus.

8Gince Lusa corpus is a noisiest one, as it should
be expected, precision degradation in Lusa is higher
than in PGR.

However, when we use contextual informa-
tion, our external dictionary does indeed pro-
vide some help: pure unknown words (the
unknown column) are the most difficult ones,
but (as you can see in table 2), only approx-
imately 4% of the words fall into that case.
All other words were covered by one of the
POLARIS rules. There, despite some pre-
cision degradation, results are significantly
better. Recall also that, although PBWRule
may seem a little odd in some cases, on av-
erage it seems to give best results than not
using it at all.

Of course the importance of using an exter-
nal dictionary rises with the decrease in the
size of the training corpus. In Lusa 12.7%
of all the words (that is 1.5% + 11.2%, ac-
cording to columns PBW and POLARIS in
table 2) are treated by using POLARIS ex-
ternal dictionary, while in PGR (the 18675
word corpus) only 3.0% (1.3% + 1.7% from
table 2) of words are treated.

We should also stress that merging differ-
ent corpus is usually a bad idea. In line
Lusa(+PGR) from table 3, we see a sys-
tematic degradation of tagging performance,
due to the increased entropy effect of join-
ing several distinct corpora. But, from table
2, we see that this entropy increase is not
supported by a significant reduction in the
number of unknown words. Neither joining
corpora does reduce external dictionary de-
pendence (most of rare words in a corpus are
characteristic of that genre and kind of text,
and so probably non existent in the other cor-
pus). In the end we have increased hand
tagged training corpus size but decreased
global precision.



Dictionary PBW Polaris None Total
Lusa 95.5+0.2% 78 £ 4% 77 +2% 61+3% | 91.9£0.3%
Lusa(+PGR) | 94.7+0.3% 90 + 3% 73+3% 57 +4% | 91.0 £ 0.3%
PGR 97.30 £0.09% | 95.1 £0.8% | 91.1£0.7% | 56 £2% | 96.3 + 0.2%

Table 3: Tagging precision in Portuguese.
Dictionary PBW Polaris None Total

Lusa 84.5 £ 0.5% | 36 £ 4% 77 +2% 67 +3% | 81.1 £ 0.5%

Lusa(+PGR) | 84.0 £ 0.5% | 40 £ 3% 70+ 1% 73+4% | 81.1 £ 0.5%

PGR 86.4+0.2% | 34 +£2% | 89.5 £ 0.8% | 30 £2% | 84.9 £ 0.2%

Table 4: Unigram precision.

6 The Unknown Language
Lexicon

We observed that when we start with a large
lexicon, a training corpus with only 10 000
words contains most of contextual informa-
tion needed to estimate tagging probabilities
for the neural network.

Until now we had available a huge lexicon,
however sometimes, this is not possible for a
generic unknown language, such as the one
we aim at treating. Our main principle to
solve these problems is that when there is no
dictionary, it’s a lot easier to build a tagging
dictionary than to repeatedly tag the same
words in a corpus. Indeed this methodology
has already been applied successfully to the
tagging of a corpus of medieval Portuguese
texts®. Medieval Portuguese has two main
problems illustrative of the importance of our
tagger capabilities: non-normalized orthog-
raphy and a changing lexicon (texts rage from
XIII century to XIIX century).

When there is no high-coverage lexicon
available, the following bootstrapping ap-
proach should be used: Let us start with
a minimal tagged corpus (for instance the
5000 tagged words from LUSA corpus). After
that, due to the Zipf distribution of words in
text, only very few words are unknown. Ac-
cording with table 2 we have 20% of unknown
words in the 5000 word Lusa Corpus. That
way to build a dictionary covering a corpus of
20, 000 words, we will have to tag more 3,000
unknown words. Once again by table 2, we
are in the conditions of the PGR corpus: 8%
ambiguity. If we go directly to a dictionary
equivalent to the one extracted from a 70 000
Corpus, we should only need to tag more 4
000 unknown words. That is, only 12 000

®Project JNIC-FCSH/C/LIN/931/95.

words have been tagged by the linguist, for
achieving the conditions we had to make the
SUSANNE corpus experiment.

Indeed, this was the case on Medieval Por-
tuguese texts. When we started our work,
there was neither a starting tagged text, nor
a tag set to start from. So the work was
started by hand tagging 10 000 words. This
work supported the initial analysis of the text
and was also needed to help linguists to de-
fine what where the best tag set for the cor-
pus. Based on this small corpus we trained
a neural network and built the first Medieval
Portuguese lexicon. Then we have taken a
sample of about 50,000 words. From this
sample, we extracted all the unknown word
forms (that is words not present in the lexi-
con extracted from the 10 000 word corpus).
This resulted in a list of approximately 11,000
words that were also hand tagged and used
to expand our initial lexicon.

Given the rather good results acquired, au-
tomatic tagging is still being applied to var-
ious texts on different centuries. Accord-
ingly to our linguistic colleges the use of the
neuronal tagger did significantly reduce the
manual work to be done in order to collect
data for different kinds of linguistic studies,
namely: lexical, terminological and gram-
matical, and studies in other domains such
as History, Culture and Literature.

Another way to avoid using an external lex-
icon could be achieved by using word endings.
Several authors have already used this ap-
proach (for example [CKPS92] or [Sch94]). In
fact the analyses of the errors introduced by
unknown words is by itself a field of research,
see for example [Fra96]). By table 3 we see
that there is still some room for future work:
with an optimistic increase of tagging on un-
known words up to 90%, we could get a final



precision increase up to 4% x 30% = 1.2%,
solely by considering unknown words. How-
ever this approach is particularly interesting
if we add this information to the ambiguity
vector. Indeed, in future work we intend to
evaluate the effect of adding word endings to
our system. The neuronal network is par-
ticularly well suited for this type of changes.
For instance, we could add several neurons to
represent the main word endings in a given
language.

7 Conclusions

Probably the most significant conclusion of
this work is that when using a neuronal net-
work clagsifier for tagging, poor lexicons, in-
stead of large corpora, are the major cause
for tagging errors.

In our tagging system we have used neu-
ral networks to represent our tagging prob-
abilities. Although this is just one from
many possible parameter estimation tech-
niques, this technique was particularly well
suited for an efficient learning from our data.
Also neural networks have the advantage of
allowing richer models for context, namely if
we use the word endings proposed in previ-
ous section. The presented results show that
we have achieved our goal of using only min-
imal linguistic work for POS-Tagging. With
this tagger it is no longer needed to be the hu-
man user to provide a so specific, interdepen-
dent and text dependent set of rules as the
ones needed to disambiguate Part-of-speech
information. Moreover, linguists now do the
interesting and productive work, leaving the
repetitive work for the computer.

Finally let us stress the importance of be-
ing able to train a tagger with such a small
size of tagged corpora. Even in a studied lan-
guage such as English, when we start treat-
ing new types and genres of text, not only it
is frequently required a new tagger, but also
it is frequently needed a completely different
tag set. Indeed, standard tag sets are use-
ful for comparing works (as we have made
here), and do have some interest for ulterior
parsing, but that doesn’t exclude all the pos-
sibilities. For instance, more semantically in-
spired tag sets are often more suited for ma-
chine translation. Since it isn’t the human
user to provide a so specific, interdependent
and text dependent set of rules as the ones
needed to disambiguate Part-of-speech infor-
mation, particular knowledge of the domain

is not really needed. By using a learning-
efficient tagger as the one described, we are
able to change the tag set or even the lan-
guage easily while continuing to achieve very
good tagging performances.
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