Abstract

This paper focuses on the general prob-
lem of the lexical bottleneck and, in par-
ticular, on the issues of semantic cluster-
ing and disambiguation by means of word
usage cues obtained from sublanguage-
gpecific corpora. Qur approach com-
bines the use of numerical techniques
with some symbolic modules. Our nu-
merical tool Dynamic Contezt Matching
is supported by three symbolic modules
and a numerical one, which help consid-
erably to reduce any remaining ambigu-
ity. Furthermore, the development of a
Urnix-specific ontological knowledge hier-
archy 15 also detailed. This ontology con-
sists in a series of function categories,
which reflect the different meaning as-
pects for each word as well as the rela-
tionships that can be established among
these aspects and among the words hold-
ing them. Therefore, this hierarchy can
be seen both as a semantic knowledge
repository where all the semantic infor-
mation extracted from the corpus is al-
located, as well as an evaluation stan-
dard for our module, given that it con-
tains all the information required to eval-
uate the clusters automatically acquired
by the system.

1 Introduction

As already known, word sense disam-
biguation (WSD) is a major problemn in NLP
and is partly responsible for the more gen-
eral problem of the lezical bottleneck. As
the Consortium for Lexical Research (CLR,
1991) points out, the performance of many
natural language processing systems is lim-
ited by the fact that their lexicons are too
small. The information contained within the
lexical items is essential for a series of tasks,
thus making it necessary to ensure that this
information is as accurate and complete as
possible. This is the reason why the CLR
is founded, so as to share any relevant in-
formation which might help us deal with the

* Research sponsored by the Departamento de Edu-
cacién, Universidades e Investigacidn of the Basque
Government, Spain.
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lezical bottleneck, such as lexical data, tools
and even the results obtained from individ-
1al researches. This paper presents the work
carried out in one of those researches, which
develops a module for the discovery of seman-
tic clusters and the disambiguation of their
components by rmeans of sublanguage-specific
corpora.

Furthermore, the sublanguage-specific on-
tological knowledge hierarchy built is also de-
seribed. This ontology® allocates all the dis-
ambiguated lexico-semantic information ex-
tracted by our process as well as serves as
evaluation standard for our module.

2 Lezical Knowledge Acquisition

Some of the lexical gaps that camn
take place within the lexicon are, for in-
stance, missing words, compound words,
word senses, collocations, metaphors, elc.
(Zernik, 1991). As expected, they might ai-
fect the performance of the different NLP ap-
plications in a variety of ways, but in gen-
eral they all have a detrimental eflect on
them. As a consequence, lexical knowledge
acquisition has become a necessary step to
try and boost any system’s performance and,
thus, has become the concem of a large
number of research studies currently taking
place ((Velardi and Pazienza, 1989), (Calzo-
lari and Bindi, 1990), {Church and Hauks,
1990), (Basili et al., 1994) and (Vander-
wende, 1994)).

The approaches followed by such re-
searches can belong to two broad categories
(Boguraev and Pustejovsky, 1996): those
that generate handcrafted lexical knowledge
bases, and those that carry out an auto-
matic extraction of knowledge from on-line
resources, Despite the fact that the former
approach is still rather popular, due to its low
startup costs in terms of both the resources
and tools required, it is the automatic ap-
proach that has received a constantly increas-
ing support over the past few years, with the
application of new analysis techniques, such
as those based on probabilistic theories, Be-

IThe tetm onfology is used here as a synonym of
oxtological kmowledge hierarchy/classification.




low follows the description of our approach
to the semi-automatic extraction of semantic
clusters and their disambiguation by means
of a combination of both numerical and sym-
bolic methods.

3 Semaontic Clusiering and
Disambiguaiion '

Clustering belonfs to a higher level of
analysis called multivariate analysts.
general, cluster analysis groups words into
classes that reflect similarity or dissimilar-
ity in some pre-established property. In the
current work, this technique is applied to
associate words which present similarity in
their semantic activity, i.e, in their usages,
and such phenomenon is manifested in their
contexts. By means of a similarity measure
called Dynamic Contezt Malching (Arranz et
al., 1995}, our clustering procedure computes
the similarity between the contexts in which
these words occur and then groups them ac-
cordingly, thus indicating whether the words
under study are semantically related or not
in those usages.

Regarding word sense disambiguation, ap-
proaching the study of meaning from a gen-
eral language point of view can become a
daunting task in cases where, for instance,
a system faces a wide semantic choice with-
out the right help to handle it. Unfortu-
nately, this general language approach can
easily increase further the already difficult
job of studying words’ meaning, which has
encouraged us to pursue a sublanguage-based
methodology. As already known, the lexical
and semantic restrictions encountered in any
sublanguage (Lehrberger, 1986) prove the
finiteness of these specific languages in a vari-
ety of issues, such as the lexicon. Given that
a sublanguage attempts to cover the language
needed to describe a more limited conceptunal
area, a smaller number of words is required to
build its lexicon. Likewise, sublanguage us-
age also imposes other types of semantic re-
striccions, for example, on the classes of sub-
jects and objects that certain sublanguage-
specific verbs can take. All these different
issues on semantic restrictions contribute no-
ticeably towards a joint reduction in lexical
ambiguity.

4 Approaches to Semaniic
Clustering and Disambiguation

Numerous word clustering techniques
have emerged in the last few years which
are based on lexical distributions, such as
éGrefenstette, 1992) and (Grishman and

terling, 1994). -Among these approaches,
a majority shares the concern of tackling
the data sparseness problem. In particular
for stochastic methods, low-frequency occur-
rences represent a serious hurdle for prob-
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ability estimation. In conmtrast with mog
of these methods, our clustering procedury
uses relatively-small corpora (100,000 wordd
approximately), which prevents us from aps
plying purely statistical techniques and thuj
helps us to avoid the aforementioned da
sparseness problem, as well as the opacit,
caused by such techniques. '
WSD methods using existing lexical:
knowledge sources have received considerabl
attention in the past few years. Accon;.\;g
to the type of knowledge source emplo
these techniques can be divided into those
wsing MRDs (Cowie et al., 1992); those
ing the broad coverage semantic taxonom
WordNet (Resnik, 1995) and (Rigau et al
1997), and those using the Roget’s Th
saurus (Yarowsky, 1992). However, our dis-’
ambiguation procedure focuses on the study
of sublaugugé& and the semantic informa-
tion contained in such specific languages can- ;3
not be extracted from broad-coverage general :3
langnage resources. This is specially the case 3
if the sublanguage under study is as tech- j
nical as ours is: the Unix on-line manual.
Therefore, we have adopted a corpus-based .5
approach, since the only place to search for J
such type of kmowledge is where it actually §
takes place, i.e., in a corpus.

5 Combining Numerical and
Symbolic Methods

Semantic clustering and disambiguation 3
are performed by the joint effort of our main
discovery tool Dynaemic Contezt Matchingto-
gether with a series of problem-solving sub- 1
modules. Figure 1 provides an overview of -
these modules within our entire knowledge |
acquisition process. Basically, Dynamic Con-
lext Matching is a context matching tech-
nique which can be applied, for instance,
to the disambiguation of polysemous terms
by comparing their surrounding contexts.
This comparison is carried out by looking
at the matches between the individual words
within each context and then calculating the
different possibilities of total match values.
Among all the different match values for each
pair of contexts, the maximum subset i3 ex-
tracted, which represents the similarity value
for those environments?. All the representa-
tive matching values acquired for the differ-
ent contexts are stored in a correlation ma-
triz, which the clustering program uses in or-
der to build the semantic clusters for the dif-
ferent existing word senses. As it can be ob-
served, word sense is studied here in terms of
word usage. A word’s different meanings, or
senses, are established according to the differ-
ent uses of the word in the different contexts,

2For a more detailed explanation on how the
matching is performed, refer to (Arranz et al., 1995).
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Figure 1: Knowledge Acquisition Framework

which allows us to explore a very dymamic
and real-data-based notion of meaning. For
more details on this approach to the study of
meaning, cf. section 6.

Further on ow semantic clustering and
disambiguation module, despite the fact
that our similarity technique represents a
much more flexible approach than previ-
ously explored techniques (Arranz et al.,
1995) and that it offers promising results,
it also encounters certain ambiguity prob-
lems that have required the implementation
of some problem-solving submodules. These
new submodules nferact in an easy-to-use
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Figure 2: Network for NP Recognition

manner with the main tool Dynamic Con-
text Matching and represent a very effec-
tive mpeans to handle those ambiguity prob-
lems. Firstly, structural changes or differ-
ences existing in the corpus are an impor-
tant cause of ambiguity given that Dynamic
Matching has no means to match, for exam-
ple, active and passive voice constructions.
This problem is further increased by the fact
that cross matching (i.e., matchings across
the keywords, between elernents on different-
side environments) are not allowed by Dy-
nemic Contezt Malching’s principle of linear
ordering constraint. In order to solve these
problems, a grammar mapping module
has been developed, which prepares the con-
texts for matching by restoring their canoni-
cal ofder. This allows us to recover all those
constituents, such as NP-subjects or -objects
that have been structurally moved and have

* thus caused a loss of information. This map-

ping module is based on a deterministic f-
nite state automaton, as it can be seen in its
transition network for NP recognition shown
in figure 2.

Secondly, and also related to Dynemic
Matching’s linear ordering constraint is the
problem suffered by certain compound struc-
tures. Certain matches and, consequently
clusters, are-lost due to the change of order
within compound structures. To solve this
problem, the compound-collocation map-
ping module has been developed, which
locates possible candidates to this prob-
lem and establishes the order alterations to
be permitted within the compound struc-
tures before matching takes place. Both




our grammar and compound-collocation
mapping modules prove tu be very ciiicient
in helping us to recover semantically related
items, given that our Unix corpus cOmprises a
very high mumber of both passive voice struc-
tures and compound/collocational elements
that need to be matched.

Thirdly, another module developed to in-
teract with Dyramic Contez! Matching is the
morphological mapping module, which
consists in both a nominal and a verbal mod-
ule that deal with differences in number for
nouns (such as, for example, algorithm/NN -
algorithms/NNS®), and in verbal forms (such
as add/VB - added/VBN), respectively. It is
by means of these modules that we manage
to recover a great number of matches that are
lost for some slight variation in their morpho-
logical endings. )

Finally, the last problem-solving module
developed is the window distance weight-
ing module. This is in charge of helping
to avoid certain mis-clusterings by means of
prioritising important contextual cues within
the environments. Given that there is a
strong tendency to find the most relevant
terms very close to the keywords under study,
this module calculates the importance of the
words within a window by looking at their
position with relation to the keyword. That
is, a full weight is attributed to those matches
immediately preceding or succeeding the key-
word, given a full-value window size, while
the rest of the matches are measured with
a decaying weight, which decreases with dis-
tance from the keyword.

As it can be observed, a series of
symbolic modules (grammar, compound-
collocation and morphological mapping
modules) and a numerical one (window
distance weighting module) have been in-
corporated to the general framework of our
knowledge acquisition process, which sup-
port successfully Dynamic Matching to re-
solve some remaining ambiguity problems.

6 Uniz-Specific Ontology

6.1 Word Meaning and Lexical
Semantics

As introduced in the previous section, the
study of meaning and words’ senses follows a
different approach in the present work. Some
of the principles behind this approach are re-
Jated to those behind Pustejovsky’s notion of
Qualia Structure (Pustejovsky, 199 1). Close
observation of the textual data during the
clustering and disambiguation processes has
shown that a word is nat an isolated element
defined by an already fixed primitive. On the
contrary, a lexical item represents a relational

3The corpus bas been tagged a priori with Brill’s
tagger (Brill, 1993).
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component, which acquires its meaning from
its particular usage in the context, i.e., by
means of a combination of factors which re-
sult from its relation with the other elements
in the sentence. Therefore, the key issue to
discover a word’s meaning lies in the study
of the relationships which exist between that
word and the rest of the context.

Furthermore, the study of the Unix sub-
language has led us to believe that usage isa
crucial point in order to explore lexical mean-
ing. In particular when studying such a re-
stricted language, a word may alter its mean-
ing so drastically that it will only make sense
if considered in its particular usage. Thus,
it can be seen that there is a merge between
the notion of usage and that of meaning in
our conception of the lexicon. Given that
in our extraction of semantic information we
are concerned with the generative nature of
ihe elemernts under study, our interest lies in
ihe extraction of semantic clusters and dis-
ambiguation in terms of all the meaningful re-
lations that exist between the clements in the
context. It is with respect to certain aspects
of those relations that the semantic proper-
iies of the words should be explored.

.Moreover, and as a consequence of this
relational study of the words, meaning be-
comes a multi-dimensional issue, since it is
constructed out of the combination of the dif-
ferent contributions within the context. For
example, when examining the semantics of a
noun N, its meaning will be a compendinm
of the semantic information obtained from
the relations with its surrounding elements
in context, such as verbs, other nouns, or
any other semantically related argument. It
is through all this very specific information
that our tools will determine whether noun
N1 is related to N2 and if so, how closely re-
lated they are.

Bearing all this in mind, a conceptual hi-
erarchy has been developed for Unix. More-
over, this ontology has been individually ap-
plied to 20 cases of semantic clusters and
their respective hierarchjes have also been
created (see following sections).

6.2 Hierarchy Structure

Both the general and individual seman-
tic hierarchies are developed manually, fol-
lowing the lists of contexts used by Dynamic
Matching. This implies that relations are es-
tabliched in terms of local contexts, in an
attempt to reflect the associations between
the cluster keywords and their swrounding
semantic patterns. In fact, it is during the
clustering process that- it is observed how
semantic groups are created according to
the types of specific roles that the keywords
relate to, which makes the clustering and
disambiguation processes very sublanguage-
specific. That is, keywords are considered se-




nantically related if they share any of the
surrounding roles, or Implicit syntactic func-
tions.

Taking this into consideration, and also
given that our ontology is aim-oriented and
focuses on that knowledge which is rele-
vant for both semantic clustering and dis-
ambiguation, the Unix ontology compilation
process concentrates on capturing an ab-
atract wide-coverage semantic knowledge hi-
erarchy. However, depending on the gram-
matical categories of the cluster keywords un-
der study, the ontology can be structured in
three different ways. Given that meaning
is approached based upon the ideas of word
usage and multi-dimensionalily of meaning,
the type of semantic information required
to study a noun will differ from that re-
quired for a verb. As a consequence, our
Unix ontology can be viewed from three dif-
ferent perspectives which relate to the three
types of content words that can be studied:
nouns, verbs and adjectives. Figure 3 shows
the abstract hierarchy developed for nominal
terms, where the following four semantico-
functional classes are used to allocate the se-
roantic knowledge encountered in the neigh-
bouring contexts:

1. Objects: In general, it refers to the sur-
rounding nominal elements that can col-
locate with a moun keyword, creating
thus a potential compound construction.

2. Actions: As it can be expected, nouns
collocate mainly either with other nouns,
to form compound-like structures like
the objects above, or with verbs, with
which they can establish three types of
relationship. Depending on this rela-
tionship, actions can thus be classified as
performed, undergone or complemented.

3. Action Arguments: This category holds
those PPs which do not contain any key-
word and simply function as some sort
of indirect action receivers that usually
follow the direct object within the sen-
tence.

4. Modifying Elernents: This contains those
adjectives that modify a keyword di-
rectly.

7 Customized Hierarchies

Customized hierarchies are the applied hi-
erarchies which represent the semantic infor-
mation contained in a particular cluster case.
They are of a clear and easy-to-access ma-
ture and become very accurate and practical
knowledge repositories. At present, these hi-
erarchies have been built both for storage and
evaluation purposes, given the need to allo-
cate the semantic knowledge acquired from
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the corpus, as well as to evaluate the acquisi-
tion procedure. Further on evaluation, it will
just be added that the sublanguage-specific
nature of the corpus prevents us from using
any gold standard available because these are
usually supported by wide-coverage on-line
resources such as MRDs or thesauri (Grefen-
stette, 1993). Consequently, the customized
hierarchies developed become our evaluation
standards, performing quantitative as well as
qualitative evainations.

In regard to the meaning storage nature of
the hierarchies, figure 4* shows an example of
one such customized hierarchy, that for the
semantic cluster BEGIN/NNP - END/NNP,
which takes place in the following contexts
within the corpus:

0 : expression/NN ,/, or/CC a/DT
boolean/JJ combination/NN of /IN
these/NNP ./. the/DT special/JJ pat-
tem/NN -BEGIN/NNP- may/MD be/VB
used/VBN to/TO capture/VB control/NN
before/IN the/DT first/JJ input/NN
line/NN is/VBZ

1: control/NN before/IN the/DT first/JJ
input/NN line/NN is/VBZ read/VBN ,/,
in/IN which/WDT case/NN -BEGIN /NNP-
must/MD be/VB the/DT first/JJ pat-
tern/NN ./. the/DT special/JJ pattern/NN
END/NNP may/MD be/VB

2 : which/WDT case/NN BEGIN/NNP
must/MD be/VB the/DT first/JJ pat-
tern/NN ./. the/DT special/JJ pattern/NN
-END/NNP- may/MD be/VB used/VBN
to/TO capture/ control/NN after/IN
the/DT last/JJ input/NN line/NN is/VBZ

3 : control/NN afteré%\l the/DT last/JJ
input/NN line/NN is/VBZ read/VBN ,/,

‘in/IN which/WDT case/NN -END/NNP-

must/MD be/VB the/DT last/JJ pat-
tern/NN ./. A/DT single/J] cha.racter}DNN
¢/NN may/MD be/VB

4 : may/MD be/VB used/VBN to/TO
separate/VB the/DT fields/NNS by/IN
starting/VBG the/DT program/NN with/IN
_BEGIN/NNP- /({ FS/NNP =/SYM */"
¢/NN "/" /) or/CC by/IN using/VBG
the/DT -fc/NN

5 : here B.B“'IEE(VBZ a/DT menu/NN
file/NN  that/ demonstrates/VBZ
some/NNP of/IN these/DT features/NNS
./: -END/NNP- MENU/NNP END/NNP
the/DT sunview/NN program/NN

AThe dollar sign stands for the place where the
keyword occurs within the context and the three dots
for the existence of some noise in between the ele-
menta. When used next to an gction category element
{with a verb), the dollar sign refers to the entire nom-
inal structure comprising the keyword, i.e., the noun
keyword and its surrounding medifying elements and
objects, given that its function is merely that of in-
dicating the approximate location of the keyword in
the context.
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runs/VBZ  on/IN either /IN
monochrome/1J or/CC color/JJ

6 : a/DT menu/NN file/NN that/WP
demonstrates/VBZ  some/NNP  of/IN
these/DT features/NNS :/: END/NNP
MENU/NNP -END/NNP- the/DT sun-
view/NN progrtam/NN runs/VBZ on IN
either/IN a/DT monochrome/JJ or/CC
color/JJ screen/NN ./.

As it can be seen, the common boxes rep-
resent the meaning aspects shared by the two
terms. In this particular case, both words can
be characterised by being a non-physical ob-
ject pattern, which can be modified by dif-
ferent types of modifying elements. In addi-
tion, BEGIN/NNP and END/NNP are also
defined by the fact that they can ur.dergo the
same type of action, that of use, which re-
quires to have special pattern $ as its ac-
companying elements within the corpus. The
types of requirements and relationships es-
tablished between the different meaning com-
ponents are indicated by means of the arrows.
Further on the cluster under study, it can be
observed that both words also present their
own aspects of usage, i.e., meaning aspects
that they do not share with each other. For
examnple, BEGIN/NNP can also be defined as
an element which performs an action, that of
starting a program, while END/NNP can
be defined as the non-physical object feature
which can undergo an action (demonstrate)
that differs from that it can undergo as object
pattern, according to what the textual data
indicates.

8 Resulis

As already mentioned above, we have
established our own evaluation standards,
which perform quantitative as well as qualita-
tive evaluations. Regarding the former type,
we look at both the number of correctly cap-
tured blocks of meaning and the number of

a/DT
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Figure 4: Hierarchy for Test Case 1

fully correct clusters captured. This allows
us to establish whether our clustering and
disamnbiguation module can successfully ex-
tract the difierent blocks of meaning, and if
so, also determine the accuracy and moise-
free nature of those blocks. As it can be ex-
pected, the results from both calculations dif-
fer and while those looking at the blockz of
meaning captured regardless of noise obtain
very high accuracy (up to 100 % in many
cases), those considering only noise-free clus-
ters obtain more modest values. A summary
of the clustering and disambiguation results
obtained from the application of Dynemic
Matching to our test set of 20 semantic clus-
ters can be seen in table 1.

This quantitative approach has also per-
formed the evaluation of the different pa-
rameters used during the acquisition process
and it can be concluded that the best Lhree
parameters are those in which the grammar
mepping module is used. Furthermore, out.
of these three, the two reaching the highest
scores are those which apply the window dis-
tance weighting module. Therefore, in spite
of the remaining moise in some of the clus-
ters, Dyramic Context Matching succeeds in
capturing the blocks of meaning for each clus-
ter, and the interactive modules implemented




‘Jmprovement over the use of the
rity measure.
Ing the latter approach, that of
3§ b qualitative evaluation of the re-
i dulatled error analysis is carried out
Bl o)uster within the test set and its dif-
ameters, examining both the num-
B type of errors encountered. Once
B-this evaluation confirms that the best
S are obtained by means of Dynamic
B Malching interacting with the im-
pted modules described in section 5.
tion, this evaluation procedure also
pome Insight into the reasons behind
plae remaining in some clusters. One
“yeason is the multi-dimensional nature
waning itself. Since the meaning of a
g s built based upon the combination of
Jifforent usages and these usages are the
estnblishing semantic relationships with
r words, some mis-clusterings, or rather
sading clusterings, can easily take place
ng the process. This is the case, for ex-
Jo, if & word w1 is semantically related to
ds w2 and w3 and despite the fact that
re¢ is a-closer link between wl and w2,
tor (w1, w3) is selected because of some
{sloading contextual cue which happens to
tain a higher value in the final calculation.

Conclusions

. 'This paper provides some insight into a
blem of current concern in NLP, the lez-
"ical bottleneck, by presenting an approach to
stoantic clustering and disambiguation from
+ small sublanguage-specific corpora. The ad-
~  yantages of this approach over other exist-
" Ing methods, such as.purely stochastic tech-
nlques, have been outlined. A further advan-
tage that remains to be added is that with the
exception of the optional symbolic modules,
our clustering and disambiguation process re-
quires no pre-established knowledge, making
it highly portable cross-linguistically, as well
as in applications to other sublanguages.
Regarding the Unix ontology developed, it
represents a simple accurate semantic knowl-
edge classification which can allocate all the
Unix information extracted. When this ab-
stract hierarchy is applied to store the infor-
mation for the particular clusters, customized
hierarchies are built, which become semantic
- knowledge representation templates for the
i individual cases. Each such hierarchy con-
tains all the semantic information related to
a particular cluster, i.e., all the different us-
ages and relationships that those terms can
undergo. It should also be added that given
that one of the aims of developing these Unix
hierarchies is the evaluation of the knowledge
acquisition process itself, they are developed
manually for the time being. However, work
on their automation is currently being con-

82

gidered.

In relation to the results obtained, our
semantic clustering and disambiguation pro-
cedure succeeds in locating the main blocks
of meaning for each of the studied cases.
Despite the fact that a number of clus-
ters present some remaining noise, ambigu-
ity is considerably reduced with the help
of the problem-solving submodules imple-
mented. Regarding the noise, though, we in-
tend to explore further the possible causes
and solutions.

The two final issues for future work are
also related to the semantic ontologies devel-
oped for Unix. The first one would imply the
application of the KA process to a Unix cor-
pus in Spanich in order to do a comparative
study of the domain in both languages. The
second issue deals with the possible applica-
tion of such ontological representations to a
conceptual knowledge graph. This would al-
low the user to have fast and easy access to
the information and to direct the search for
information according to the point of inter-
est.
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