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Abstract

Machina lranslation should be semantically-accurate. linguistically-
principled, user-Inleraclive, and exiensible {o mulliple languages and
domains. This paper presenls the universal parser architeciure \hat
slrives o mael lhese objeclives. In essence, linguishic knowledge
bases {synlaciic, semantic, lexical, prapmalic). encoded in
thaoratically-molivated  lormalisms such  as  lexical-dunctional
grammars, are unilied and precompiled Inlo fast run-time grammars
for parsing arxi generation. Thus, the unlversal parser provkies
principled run-lima integration of syntax and semanlics,. while
preserving the peneralily o! domain-independen! syntaclic grammars,
and language-indepsndent domain knowledge bases; |he oplimized
cress product is ganerated aulomalicatly in the précompilation phasa.
Initial results lor bl-direclional English-Japanese franslation show
considerabls promise both In terms of demonsieating the theorelical
feasibility ol the approach and in lerms of subsequeni practical utility.

1. Introduction

Accurate Wranslation requires a degree of comprehension, and
several projects have developed prololype syslems Yo demansirale
the feasibilly ol knowledge-based machine transialion[2, 12, 11]
These approathes combine syntaclic and semaniic Information to
produce an Inlermediate knowledge representalion of the source texi?
which is 1hen generaled In Ihe larget language. This paper doas nol
allempl to revisit the ample rationale for the knowledge-based
machine iranslalion concept - such discussion may be found in the
literature [4, 2, 12] - but rather discusses \he universal parser (UP)
approach far combining synlacllc, semantic and lexical knowledge In
order to analyze source lexi for te-generahon in muHiple target
languages, presarving invariance of meaning.

Firsi. howaver, lel us review (ha sot ol podormance objeclivos thal
contribuled 1o (he design of the vniversal parser:

» Semaniic accuracy - The transtation shoukd mainain semantic
invariance abova all else. Parallefing syniaclic form, maintaining
equivalen! length of 1ext. and other such ¢riteria are considered
of secondary imporance. Thus, the knowledge-based approach
was the only logical cholce.

'Mmy other membora of CMU Center lor Machine Tranilation have made
conlril direclly or indiectly. Tersko Walanabe has boen devaloping the
Japanaso LFG grrlmmlr a1 well as halping many othar parls of the projec!  Donne
Gatgs has been doveloping tho LFG grammar for Enghlh Manon Kn has dovelopod
tho semanlic knowlodge lor tha domain of d . Lon Lavin,
Feggy Andarson and Yuko Tomits alio mnlrhu‘lad in grammar doviippman) andior
1emantic knowledge developmant  Karvhiro Toyeshima has implementsd the run bme
parser. Hidoto Kagamida has implemeniod the synsewn tomgiler, tha LFG compilor and
e LA mble compiler. Erc Nyberg, Phi Frankhn, Ron Grider snd Saloshi Tep have
developed 1emience generators i Enghish and Japanein  Hircaki Sair helped to pan
and mantain tho entira systom, Othor membots whe made ndirgcl conbibubons n
many ways are Ralph Brown, hke Calvin, Alex Hauptmann, Relsnd Havsser, Fumis
Matsu, Kewin Knight, Stave Morrisson. Hroaki Mugha, Sergei Nwenburg, Racha Rao.
and Wachas! Withrock,

Funckng lor this projeci it provided by teversd privale imbiions and govemmental
agencios in the United Staies end Japan,

"n‘lil ermed ic rapr it ahan cal the mrerdogua, though that is
| 1  The L it sncoded I » complelely formal, canonxcal
and l.lnumb-guwl nolaton luc.h &1 funl-onder logic or imme-bacrd represonizbons.
Chaa the meamng laptesentahon h ezvacted i may bo re-gensraled in muliple

d, {_atorod, fioshed out by mn inleronco procedure. of

nl‘hnrwlu pmlud.
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« Mulll-lingus! generality - The syslem should be abla 1o hardla
any natural Janguage and any semanlic demain. The addition of
any new language should enable Immediale transtalion 1o and
from all the previous languages, wilhoul requiring explicil hand-
buill transfer grammars lor all pairs of languages.

= Interactive Transisilon - Transtalion should occur In real lime,
interacting with the user il requirad, Whereas mos! exisling
praclical machlne Iranslallon syslems are dasgned to batch-
process large documenis, thare is a grawing need for immedials
interaclive Iranstalion of businoss letiers, telexes, and eveniually
interacilve communicalion {by lelephone, al an airpor counter,
al a foreign hospial, slc.}. Such inleractive usage adds the
following demands:

« No past-editing should ba required, as one cannol carry
along a personal past-edilor in case he or sha is needed.
= Real time performance IS an absolWle reguiremanl, as
participanis in a dialog will nol wail minules or hours for a

rasponse.

= Speech compalibifity s an equally strong requiremant, as
the wility for real-ime KBMT Iranslalion systems
increases  dramalically when coupled with speech
recegnition and synihesis. Speech recognition Emposes
lhe requirement to handls unsegmenied Inpul, with
multiple word candidales preseni al any poinl in the Inpul
siream. {Le,, the Inpul Is typically & lallice rather than a
lingar siring |8].)

s Linguistic Genersiftly - Linguistic information  {syntaclic,
semantic, and lexical] shoukd ba expressed in elegan,
theorelcally-molivated lormalisms - ones 1thal linguists can use
{o develop ard modily grammars and knowledge bases rapidly
{such as LFG).

« Discourse Phenomena - Exlra-sontenlial phonomona such as
anaphora, ellipsis, melalanguage, and speech acls, should be
handled within Ihe Iramework, as should inference required 1o
supponl tross-linguislic variation {such as polteness lavels,
inlerence ol missing constiluents - e.g., subjec!s in Japanese -
ard liner grain leaical seloclion reguired in sorno targel
languages).

« Multipie UtHiity - in addilion 1o machine Iransialion proper, (ha
methods developed shoukd be applicable 1o mulli-lingual natural
language Interlaces {lo data bases, expert sysiems, elc.), and

ather applicalion such as automated skimming and Indexing ol -

texts,

We have achieved lhe majorily ol these objectives In an
experimental system a1 CMUs center lor machine Iranslalion, ang we
are actively working on developing 1he other capabilities. The syslem,
consisting o Ihe universal parser ang universal generalor, is an open-
archileclure approach 1o knowledge-based machine translation,
Inegrating mulliple of-line knowledge sources Inlo a fast on-line run-
{ime systern [16]. We have chosen English and Japanese as our Initial
languages, and simpls doclor-palient communicalions as aur iniliat
test domain, and have produced real-lime, semaniically-accurate, b-
directional translations at the senlenlial level. The rest of 1his paper
pives an overview ol the parser archheciure and our system. For
more detail, sea [17].
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2. The Universal Parser: a New Archliecture for Multi-

lingual Parsing

Muhi-lingual sysiems requlre parsing mufiple source languagos,
and thus a universal parser, which can lake a language grammar as
inpud (rather 1han building the grammar info the inferpreter proper) is
much pretaired lor reasons ol exlansibility and generalily, Howavar,
samanlic Information can ramain invarianl across languages (though,
ol course, nol across domains). Therelore, H is cruciat fo keep
semanlic knowledge sources separate hom syntaclic ones. Ul new
nguistic Informaticn is acded # will apply across all semantic
demains, and # new Semanlic information is added i will apply 1o all
relavan languages. The question, of course, is how to accamplish
this facloring. wilhoul making major concessions lo either run-ime
elliciency or semanlic accuracy.
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Dam
KEoowledge Cabloat

Grammar
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Secoantic/Syntectic
Grammar
S Run-Time Acmanilc
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Flgure 2-1: * Universal Parser Concep!

The idea of the Universal Parser is depicted in ligure 2-1. There are
wo kinds of knowledge sources: one conlaining syntaclic grammars
lot dilferen| languages and lhe other conlaining semanlic knowledge
bases lor diterent domains. Synlactic grammars and domain
knowledge bases are wiritlen in a highly absiracl, human-readable
manrngr, This organizalion makes them easy 1o extand or modily, The
grammar compiler takes one ol the synlaclic grammars {say Language
L) and one of the domain knowledge bases {say Domain D)), along
wih mapping mles {that delerming which semantic concepl Is
expressed by whatl word and whal linguistic struciure), and produces
an pbject grammar, containing an oplimized legal cress-product of
bolh eynlactic and semanlic informalion. Whereas tha compiled
grammar Is not human-readable, it must is exiremely machine-efficient
h lerms of on-line run-time parsing speed. When the vser inpuls
tenfencas In Language L, (and Domain Di" the run-lime parser parses
the semances very eHiciently, referencing only the compiled grammar,
and producing semantx representalions of 1he sentences.

3. The System Architecture
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Figure 3-1: Syslem Architecture

Figure 3-1 shows Ihe archileclure ol the universal parser. We adop!
semantic case frames lor gomain knowledge representation and the
functional grammar formahsm for synlaclic grammar tepresentation.
The rundime grammar produced by \he muhi-phase compiler Is an
augmenied conlexf-freg grammar (ACFG] which s funther compiled
inlo an augmenied LA table to be used by a run-lime parser based on
the Tomita parsing algorthm. These components are described in
delail in the following subsections,

3.1. Semantic Frame Represenlallon

{"ACTION
(im-8 {valus *SENTENTIAL))
{iwhen {aem *TIMF))
(:start (mem *TIME})
{:end (pem *TIME))
(:fregq (sem *"FREQUENCY))
(:duration (mem *DURATION)} )

[(*PATIENT-ACTION
{is-a (value *ACTIQON})}
{:agent ({sem *PATIENT}} )

{(*INGEST-MEDICINE
{is-s {valua *PATIENT-ACTION)}
(:object (wem *HEDICINE))
{:ingest-with (mem *FOOD SMEDICINE}) )

{(*MEDICINE
{lo-8 (value *PHYSICAL-OBJECT})
{:quant (aem *HEDICINE-QUANTITY)) }

Flgure 3-2: Fragmeni o Domain Semantics Spécﬂicalion

We use FramoKi |3] as our knowledge representalion language lo
encode domain semantic knowledge. FrameKit Is a compact and lairly
eflicient general-purpose frame-representation language with mulfiple-
inheritance, procedural atiachment, and delaull semantics. Domain
knowledge consisis ol a set of lrames organized into an inherilance
hlararchy. Each frame represenis a ‘concept such as object, evant,
slale. elc. in Ihe dornain with appropnate semanlic links lo athar

Tomita and Carbonell
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lelalqd frames in the hiararchy. Frames encode lyping informalion,
lunclional dependencies and axprass compositional consirainms used
in Ihe parser 1o block non-produclive compulalions.

Lel us consldes The domain of simple doclor-patien! conversatns,
Eniities In this domaln Include an gvenl lrame "INGEST-MEDICINE
and objed Iramas *"MEDICINE, *PATIENT and so on. Examplg Irama
definifions are shown in figure 3.2, Senlences with ditteran! surace
forms that should be recognized as instantiations of these Irames
Include the lollowing examplas,

Take the medicing with Ihree glasses of water
evary six hours for two days.

Whal medicine did you lake today?

ook two aspirin three hours ago.

As 8 more direci example, the linal semantic represeniation of the
serience "Teke the medicine whh three g'asses of waler every sk
hours for two days™ produced by Insianlialin?‘ framgs s shown In the
first sample translation in the appendix. This knowladgs struciure may
fhan be piven to any back-end precass, whether It ba a languape
generalor {lo transiale inlo lhe largel language), a paraphraser, a
gala-base query syslem, or an exper syslem,

3.2, The Funcllonel Grammar Formallsm

Wae adopl the functional grammar lormalism lor synlaclic knowledge
representation of each panicular language. Two well-known tunclional
grammar formalisms arg@ Functional Unificallon Grammar {(UG) [9] and
Lexical Function Grammar (LFG) [1]. Flgure 3-3 is a LFG grammar
Iragmen! wrillan In & notation slmilar lo PATR-I[13), .

{<DXIC> «mm> (<NP> <VFP>)

{{{xl case} = nom)

{(x2 form) =c finite)

(IOR-
{{(x2 :tima) = presant)
{(xl agr) = (x2 agr}}}
{{{x2 :tima) = past]))

{({z=D) = {(x2}))

{{x0 :mood] = dac)

{{x0 Bubj} = (x1})1)}

Flgure 3-3: Fragment of English LFG in the PATA-Ike Notation

There are two main advantages o! vsing lhe funclional grammar
formalism in muhi-lingual NLP sysiems over mora tradilional finguislic
theorigs:

» A grammar in this formalism can be used for both parsing and
peneration. Thus, we do nol need 1o wrila separate grammars
for parsing and generalion.

» Funclionat grammar formalisms such as UG and LFG ara well-
known ameng compulalional lingulsts, and therelora they need
nol be trained (wilh some Juslillabla resistance) 1o wrile
grammars In arcane system-specilic formalisms.

3.3. Grammar Complialion and Elliclent On-Line Parsing

The previous two sections have described how to represem domain
semantics and language synlax. The univargal parser unities bolh
knowledge sources and oplimizes the grammar for runtime
perormance in a series of ofiline precompilation phases. The first
compilar named syn/sem grammar compilar compiles the synlactic
and semantic knowladge, as well as momphological rules and
dictionary, inlo a single large LFG grammar called Sy/vsem pramimar.
The compiled syrvsem grammar Is baslcally the sama as s original
syntaclic grammar excepl that i acquired many additional semaniic
equalions generated aulomatically by the compiler. The semaniic
squalions check semanlic consiraims and bulid semantic
represemations rather than synlaclic I-siruciures,

This syrvsem grammar in PATR-like nptation is lurther compiled inlo
an augmented contaxt-free grammar {ACFG) by |he second compiler
named the LFG compilar. This ACFG grammar is represenied by a
el of conlext-rae phrase struciure rules, each of which Is augmeanted
with a Lisp program tor fasf and action as in ATNs. All Ihe Llsp
funclions are genaraled automatically by the compilar from tha
constraim gquations in the syn/sem grammar. Also nole that those
Lisp funciions are luher compiled down lo machine oode by 1he
standard LISP cormpiler.

Once we have a grammar in this form, we can apply eHicien
contexi-tres parsing algoridhms. In fadl, we subject this grammar lo a
iinal round of compllallon, whera Ihe conlext lree niles are compiled

NATURAL LANGUAGE

Into a fargs augmanied LR 1able for a generalized shil-raduce parser
tased on the Temila algorithm [14, 15]. Whansvsr the parsor reduces
conslilvenis intg & higher-loval nontorminal using a phrase Elruciure
rulg, 1he Lisp pro%ram assoclaled wilth the mule |s simply evaluated.
The Lisp program handles such 1asks as:

« blocki partial parses thal violale synlactic or samanlic
constrainls  (thus enforcing subjecl-varb agreement, Iype
checking on the arguments 1o a proposad semanlic relalwon,
elc.).

« conslrucling a semanlic representalion of the Input senlence
from ils constituent parns {(an inslamiated frame or causally
relaled sel ol iIrames}, and

= passing allribule valves among constifuenis al diflerem levels in
order lo have lhe Intormation thal is needed 1o periorm the
consiraint-checking and frame-instantiation lasks.

The Tomila algeriihm has three major advarmtages for real-lime
parsing over other methads:

« The algorithm 1s fast. duse 1o the LR lable precompilation.

= The eltkclancy ol the algorithm Is not alfecied very much by the
size of ils grammar, onceé the LA parsing lable has been
precomputed.

= The algorithm parses a senlenca on-ling, l.e., sirictly Irom left 1o
right and It slarls the momen! the user {ypes the firs! word,
withoul wailing lor complolion of the senience,

4. Concluding Remerks

The firs! pitol integrated implementalion of the universal parser was
completed and demonsiraled in Oclober 1986, demonstraling lhe
computalional leasibility of the concepl.

We have wrliten a faldy comprehensive English syniactic grammar
and Japanese synlaclic grammar in LFG, sach conlalning somewhal
undar 1000 rules of grammar and reguiar morphology. The English
grammar handles declaratives, imparalivas, yes-no questions, "wh'-
questens and other gapped consirucions, auxiliary complaxas and
related phencmena.  Addiionally we baah grammar rules for
specialired construclions such as times and dates. The Japaness
grammar corcesponds roughly in coverage to the English grammar, In
addilion 10 having far more comprehensive morphologlical analysis
nules {in LFG notation) required for Japanesa. Bolh grammars ate still
being relined and exiended Lo achisve full symaclic and morpholegical
coverage. Wa have $larled grammar developmenl for a third
langurage, French, 1o make our system tri-tingual.

We also developed a non-irivlial domain semaniic knowledge base
in FrameKit lor cerlain classes of doctor-patient convarsations, phus
mapping rules and a correspending lexicon inchuding over SO0 disease
names. This domain was chasen as our 1esi bed for devekoping the
universal parser and generalor archilectures, and we ara currently
slarting on a second domain (small cofnputer manuals).

All modules are programmed In Comman Lisp and running on
Symbolics 36005, HP Bobcals, and IBM RTs - Lhe enilre systam
should be portable 1o any olher workslalions running Common Lisp
{Explorer, Micro Vax, Sun, e[c.)

One ol our maln research aclivilies al present liss in the area of
discourse, as oul Initial syslem oparates only on & senlential basis.
Firsi, we intend lo bomow |ha successiul case-frame ellipsis resolution
methods devekoped recantly in XCALIBUR |5) LanguageCraft [10), and .
P5LI-3 [7], and Inlegrate them Info the universal parser archheciure.
These melhods rely primarlly on case-frame semanllce and on
luncilonal propertias of the syntax. Second, we expecl 1o work on
extenging and applylng the embryonic work on practical anaphora
resolution In XCALIBUR and work on handliing melalinguistic
utierances |6).  Third, we will [ocus attention on delaul Inferance
processes 1o it In Implicit Information lacking In the source texi, bul
required lor accurale iranslalion. Such-information Includes subjecls
in Japangse, which are oplional when inferable from conlex, bul
which mus! be staled explicilly In transfating lo English. At praseni we
utilize a handiul of ad-hoc rules 1o supply delault subjects, lavels.ol
poliieness, efc., but a more prncipled and syslemalic approach b
required. Forunalely, the universal parser architecluse provides an
Keal compulational framework Inta which new knowladge sources
may be Inireduced. And, lhe knowledge-based iranslation 1ask
providas copious and severe empirical tesls for our theorelically-
Inspired ideas and methads.
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LSample runs of the Universal Parser and Generator

Al ¢! the lollowing example senlences were parsed and generated
franslaled) in 1 10 6 seconds using the first-generalion compiled run-
me grammars, which ignore capilalizalion and do nol require
pnciuation.  Each exampla siars with Iha source fext, shows 1he
memal gemantic  represenialion, and concludes with  Ihe
woesponding 1aiget lext. Japangse is lyped in Romaji and converled
adomalically ang unambiguously into Kanji as il is parsed.

in Machine Transiation:

I.1. English-to-Japanese Translatlons

>take the modicine with thres glansen of water
svary sixz hours for two days

{({{:CFNAHE *INGEST-MEDICINE) (:HOOD IMP)
(:DURATION (({:CFNAME “DURATIOH) (:DAY 2)))
{:TREQ

((:CFNAHE SIREQUENCY)
(:INTERVAL ((:CFNAME “DURATION) (:HOUR 6)))
{:TIMES 1))}
(:INGEST-WITH
{({:CFHAME *DRINEING-WATER)
(:QUANT [(:CFNAME *FOOD-QUAMTITY)
{:GLASS 3))1))
{:OBJECT ((:CFNAME *HEDICINE))})

3#0*?8&M$éu:ﬂiimht(ﬁéh

»when i walk 1 heve = Palin in the left foot

({(:CFRAME SHAVE-A-SYMPTOM) [:MOOD DEC)
{:ASSOCTATED-~ACTION
{{:CFNAME *WALK) (:MOOD DZC)
{ :AGENT
{(:CFNAMR *PATIENT)
{:HUMAN 4} (:PRO +} (:NUMBER 8G} (:PERSON 1))}
{:TIME PRESENT)})
{:AGENT
((:CFNAME ABATIENT} ~
{:HUMAN +) (:PRD +) (:NUMBER SG) {:PERSON 1}}))
(:TIME PRESENT)
(:SnPTOM
((:CINAME =pATN)
[:LOCATION
({:CFNAME *BODY-PART)
(iCONTRASTIVE-SPEC { { : CFNAME *DIRECTIONAL-SPEC)

{:DIRECTION *LEFT)))
[:NAME *FOOT))}}})))

B LZoMoEIrahzT

L.2. Japanese-to-English Transtallons

>*kyounannokusurionomimapnitaka
SHOE:D0SELEND

(({:CFRAME *JHNGEST-MEDICINE) (:MODOD QUES)
{:WHENM
{(:CFRAME =TIME) (:WH =)
{:TIME-RELATION
((:CFNAME STIME-RELATION) .
{INTERVAL (({:CFNAME *DURATION)} (:DAY 0}})
[:DIRECTION -)}3}})
{:OBJECT ({:CFNAME *"HEDICINE] (:WH +))}
{:WH %) (:TIME PAST}))

"WHAT HMEDICINE DID YOU TAKE TODAY™

>*aakuyarmagahirihirinimanita
HEliIArvoDoDLELi

{{{:CFNAME SHAVE-A-SYHMPTOM) [ :HOOD DEC)
{ :WHEN
({:CFNAME *TIHE) (:WH -)
(:DAY-SEGHENT {{:CFRAHME NIGHT}})
[:TIME-RELATICH
{(:CFNAME *TIME-RELATIOM)
{ :INTERVAL {{:CFHAME *DURATION} (:DAY 1)))
(:DIRECTION -}}}})
[:SYHMPTOM
([:CFNAME SPAIN} .
{:LOCATION ({:CFHAME *BODY-PART) {:WH =)
{:NAME =EYE]))
(:PAIN-SPEC ((:CFNAME *BURNING}))}))
{:TIME PAST))}

"I RAD A BURNING PAIN IN THE EYE LAST MIGHT"

Tomita and Carbonell
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Mesa redonda sobre traduccién automatica

! Ponentes:

J. Vidal (EUROTRA Espaia )
S. Nirenburg ( Machine Translation Project, Carnegie Mellon)

L. Sopeiia (MENTOR, Centro Cientifico 1BM)
J.A. Alonso (METAL, Siemens )

Moderador:

H. Rodriguez (Facullat d’Informatica, UPC)

Guion:
- Ambito y naturaleza de 1a T.A.

- Definici6n de la T.A. de acuerdo con el nivel de calidad exigido y el nivel de
intervencién  humana en el proceso. Traduccién Automética Asistida.

_Factibilidad, viabilidad y rentabilidad de 1a T.A. aplicada a campos no técnicos (por
ejemplo el periodismo).

- Tecnologfa de la Traducci6n Automdtica.

- Comparacién de las técnicas basadas en transferencia con las basadas en
representaciones “interlingua" u otros enfoques. ; Es recalmente posible un
sistema basado en una representacién “interlingua” pura en el actual estado del

arte?
-Tipos de conocimiento utilizado (morfolégico, sintdctico, semdnlico,
pragmético). Formas de representarlo.
- Sitnacién actual.
- An4lisis de la situacién actual de 1a T.A. en Europa, U.S.A. y Japén.
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