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Resumen: En este art́ıculo presentamos los resultados de un estudio cuyo objetivo
es sentar las bases para el desarrollo de un módulo de simplificación léxica para el
español. Basándonos en estudios para otras lenguas analizamos, en primer lugar, la
distribución de la frecuencia y la longitud de palabra en textos originales y sus sim-
plificaciones manuales. En segundo lugar nos centramos en los casos de clarificación
de información a través de la introducción de definiciones en textos simplificados. Fi-
nalmente estudiamos la reducción del contenido informativo del texto y proponemos
un sistema para su tratamiento basado en técnicas de resumen. Nuestro estudio
emṕırico sienta las bases para el desarrollo de un componente de tratamiento léxico
en un sistema de simplificación de textos en desarrollo.
Palabras clave: simplificación léxica, frecuencia, longitud de palabra, reducción
del contenido

Abstract: In this paper we present the results of a study directed towards de-
veloping a lexical simplification module of an automatic simplification system for
Spanish, intended for readers with cognitive disabilities. We here observe the word
length and frequency distribution of two sets of texts that make up our parallel
corpus, and we focus on cases of information expansion (through the insertion of
definitions)and content reduction (through summarisation). Our ultimate goal is
computational implementation of lexical changes in the future.
Keywords: lexical simplification, word frequency, word lengh, information expan-
sion, content reduction

1 Introduction

The digitalisation of information as an essen-
tial characteristic of our society has created
an illusion of an ideal world where informa-
tion is freely shared and equally accessible
to everyone. Yet, the reality is disappoint-
ingly different, as shown by the results of a
UN audit conducted with the aim of testing
the state of accessibility of 100 leading web-
sites around the world. Only three web pages
achieved basic accessibility status. As a re-
sult, we have witnessed an increased inter-
est in the issues of e-Accessibility, i.e. the
ability for individuals with specific needs to
access digital content. For that reason, in re-
cent years NLP has seen a growing number
of automatic text simplification systems de-
veloped for a wide range of end users. The
need and interest for such systems arise from

the fact that text is often so complex that it
results incomprehensible.

Our project follows this line of research,
centering on the development of a tool for
automated simplification of newspaper arti-
cles in Spanish, meant as an aide for readers
with cognitive disabilities. We are currently
working on a lexical simplification module,
more specifically detecting types of lexical
change in a parallel corpus of original and
manually simplified news articles, with the
aim of preparing their computational imple-
mentation. The importance of lexical trans-
formations in text simplification has already
been underlined in previous work (Caseli et
al., 2009; Specia, 2010). Our corpus analysis
has also shown that lexical changes are the
most common type of operations carried out
by human editors. In broad terms, words and
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expressions perceived as complicated are sub-
stituted with simpler synonyms or rewritten
using paraphrase. As shown in previous work
(Carroll et al., 1998; Bautista, Gervás, and
Madrid, 2009) and the simplification guide-
lines followed to obtain simplified texts for
our corpus1, “complicated” words tend to be
longer and less frequently used ones. Hence,
for example, médico (doctor) is preferred in-
stead of its longer and less frequently used
hyponym psichiatra (psychiatrist). We will,
therefore, observe the distribution of word
frequency and word length in the original and
simplified texts in our corpus with the aim of
testing how relevant the combination of these
factors might be when conducting synonym
substitution. In addition to that, we con-
centrate on cases of information expansion
and content reduction. The former occurs
through the insertion of definitions of difficult
terms, where, for example, Amnesty Interna-
tional is defined as an organisation that de-
fends human rights worldwide. On the other
hand, content reduction is most often seen
with numerical expressions and named enti-
ties.

The remainder of this paper is organised
as follows: Section 2 addresses the related
work in the field of automatic lexical simplifi-
cation; in Section 3, we describe our method-
ology, followed by Section 4 where we discuss
the results of our study. We conclude and
outline our future work in Section 5.

2 Related Work

Previous work in the field of automatic text
simplification already established the impor-
tance of lexical change. Carroll et al. (1998)
presented a project for simplification of news
articles in English, in which they used a
combination of synonym look-up and word
frequency count to carry out lexical substi-
tution. For every content word in the in-
put text, a set of synonyms is extracted
from WordNet and Kucera-Francis frequen-
cies are searched in the Oxford Psycholinguis-
tic Database (Quinlan, 1992), upon which the
most frequent synonym from the set is chosen
for the simplified version of the text. Similar
approach has been used in a number of other
works. Lal and Ruger (2002) borrowed this
method to deal with the lexical component

1The guidelines are currently in the form of inter-
nal project documentation and are to be published at
a later date.

of their automatic text summarizer. Burstein
et al. (2007) focused on vocabulary changes
when offering ATA V.1.0 as a text adaptation
tool for L2 teachers and language learners.
Bautista, Gervás, and Madrid (2009) also re-
fer to a thesaurus when extracting candidates
for lexical substitution, but their choice is
guided by word-length rather than frequency.
Caseli et al. (2009) build a parallel corpus
for Brazilian Portuguese and extract lexical
simplification operations applied by a human
annotator, using a list of simple words and
a list of discourse markers as resources for
synonym substitution.

Acknowledging the fact that many words
are polysemic and that, therefore, simple syn-
onym substitution does not always produce
a felicitous output, De Belder, Deschacht,
and Moens (2010) suggest the use of word
sense disambiguation techniques in order to
account for contextual information. For ev-
ery given word they create two sets of “alter-
native words” – one based on synonyms from
WordNet or a similar dictionary, and another
one generated by means of the Latent Words
Language Model. Once the intersection of
these two sets is found, the probability which
determines whether it is a suitable replace-
ment is calculated for every word of the in-
tersection. To measure the probability they
take into account the difficulty of the word,
based on Kucera-Francis frequency, the aver-
age number of syllables and unigram proba-
bility extracted from a corpus of easy-to-read
texts, such as Simple English Wikipedia.

3 Methodology

In order to conduct data analysis we have
gathered a corpus of 200 news articles in
Spanish. Subsequently, 40 articles have been
manually simplified by trained human editors
following easy-to-read guidelines proposed by
Anula (2009). The most relevant for our cur-
rent work are preserving the essential infor-
mation and eliminating any superfluous con-
tent; using higher frequency words and avoid-
ing technical terms; and avoiding long words
and substituting them with their shorter syn-
onyms with the same frequency index. How-
ever, we are interested to see how human ed-
itors deal with cases not envisioned by the
guidelines, as well as those not described in
sufficient detail, such as, for example, what
terms are to be explained by means of a def-
inition.
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Both original and simplified texts have
been automatically annotated with FreeL-
ing (Padró et al., 2010). Additionally, sen-
tence alignments have been produced auto-
matically and any errors have been manu-
ally corrected through an alignment plug-in
in GATE (Cunningham et al., 2002), a graph-
ical editing tool for text processing. We have
observed cases where one original (O) sen-
tence corresponds to one or more simplified
(S) sentences, cases where the relation is re-
versed as well as cases where there is no cor-
relation between O and S sentences, due to
information elimination or expansion.

We analyse thus aligned pairs of O and
S texts in order to detect simplification op-
erations applied at the lexical level, upon
which we ponder the possibility of applying
these operations computationally. In addi-
tion to that, we conduct text processing at
the word level in order to gather data relative
to word frequency and word length. Previous
work having mainly concentrated on word
frequency when applying synonym substitu-
tion, our intention is to test on our parallel
corpus how this factor combines with that of
word length, a traditional readability metric.
Frequencies are extracted from a dictionary
based on the Referential Corpus of Contem-
porary Spanish2. Every word in the dictio-
nary is assigned a relative frequency index
(FI) from 1 to 6, where 1 represents the low-
est frequency and 6 the highest. The words
that do not appear in the dictionary are as-
signed FI 0. We placed these words in three
different categories: named entities, numeri-
cal expressions and what we call rare words.
Among rare words we encounter multi-word
expressions, such as complex function words,
like a través de (by means of ). This is due
to the fact that multi-word expressions are
recognized as such by FreeLing, whereas the
current version of the frequency dictionary
does not contain such words. However, the
ratio of these words with respect to the total
is fairly small so as to significantly influence
overall results (1.08% in O and 0.59% in S).

4 Data Analysis

The corpus analysis has provided us with an
insight into what lexical elements are treated
and in what manner. We here concentrate on
the insertion of definitions of difficult terms

2http://corpus.rae.es/creanet.html

and concepts, and the treatment of named
entities (NE) and numerical expressions (Nu-
mExp). In general, these can be seen as cases
of information expansion on the one hand (in-
sertion of definitions), and information elim-
ination on the other, since a significant num-
ber of NE and NumExp are eliminated. In
addition to that, we processed all original and
simplified texts, placed into two separate sets
(O and S), with the aim of obtaining a quan-
titative description of these sets, as reflected
in the following:

• average sentence length;

• average number of sentences per text;

• average word length (in characters);

• the distribution of n-character words;

• the distribution of n-frequency words.

Sections that follow summarise the results of
the quantitative analysis of O and S text sets,
the treatment of definitions, named entities
and numerical expressions.

4.1 Word length and frequency

Table 1 summarizes the data relative to text,
sentence and word length, where s/t stands
for “sentence per text” while w/s represents
“word per sentence”.

Original Simple

Total words 6595 3912

Total sentences 246 324

Average s/t 6.64 8.75

Average w/s 26.8 12.07

Average word length 5.44 5.07

Table 1: Average text, sentence and word
length in original and simplified texts

As can be appreciated, S texts tend to
be quite shorter on the whole, containing
around 40% fewer words than O texts. How-
ever, they contain 24% more sentences than
O texts, and their sentences are more than
50% shorter. The tendency is clear – long
O sentences are generally split into shorter
ones, and a considerable amount of O con-
tent is eliminated. We will explore the latter
in more detail in Section 4.3.

One curious observation is that relative to
average word length – contrary to our ex-
pectations, S words are only slightly shorter
than O ones. We therefore focused on all
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words with 1, 2, . . . 20 characters, while
longer words have been placed in categories
of words with 21-30 characters, words with
31-40 characters and words with more than
40 characters.3 The data analysis revealed
that the most prolific words in both O and
S texts are two-character words, account-
ing for as much as 27% of the texts. The
vast majority of these are function words
(97.61% in O and 88.97% in S). We have
also observed that three to seven-character
words are more abundant in S texts, whereas
longer words are slightly more common in O
texts. However, it is interesting to note that
S texts contained on average slightly more
eighteen-character words and words contain-
ing between 21 and 30 characters. These are
all cases of named entities, often repeated
through the insertion of definitions (discussed
more in depth in Section 4.4).

On the whole, we can conclude that in
S texts there is a tendency towards using
shorter words of up to ten characters, with
one to five-character words taking up 59.81%
of the set and one to ten-character words ac-
counting for 94.04% of the content. Longer
words are almost exclusively reserved for
named entities, often repeated when a defi-
nition of the terms in question is inserted.

Apart from word length, we explored how
frequency acts as a factor in distinguishing
between original and simplified, or difficult
and easy words. We have detected words
with frequency index 3, 4, 5 and 6, as well as
words absent from the dictionary and were
therefore assigned FI 0. The latter include
numerical expressions (NumExp), named en-
tities (NE), and what we here call rare words,
i.e. all words not found in the dictionary that
are neither NE nor NumExp. A small num-
ber of these are multi-word expressions, but
the majority are indeed words not used very
often, such as intransigencia (intransigence)
or foreign words, like e-book. Table 2 con-
tains data relative to average number of n-
frequency words in O and S texts, where zero
frequency words have been additionally sepa-
rated into the categories of NumExp, NE and
rare words and are printed in bold.

We can observe that the frequency distri-

3Words treated here are the result of processing
with FreeLing, where multi-word expressions, among
them named entities or numerical expressions, are
treated as single words – hence words of more than
20 characters in our corpus.

Frequency index Original Simple

Rare words 9.49% 4.19%

NE 7.08% 8.77%

NumExp 2.81% 2.02%

Freq. 0 total 19.38% 14.98%

Freq. 3 1.23% 0.66%

Freq. 4 1.21% 0.89%

Freq. 5 6.02% 5.06%

Freq. 6 72.16% 78.40%

Table 2: The distribution of n-frequency
words in original and simplified texts

bution is fairly equal in both sets of texts,
with the greatest divergence in the category
of rare words, which are more than 50% less
abundant in S texts than O texts. NE are
slightly more common in S texts, due to the
fact that these are often repeated - we have
observed a preference for using NE instead of
referring expressions like pronouns or definite
noun phrases in S texts (see Section 4.2). We
should also acknowledge that low frequency
words (FI 3) are used around half as much in
S as in O texts, while the former is somewhat
more saturated in words with the highest fre-
quency rate, in line with our predictions.

If, additionally, we analyse the word
length of rare words, we notice that the ma-
jority of these (72.44% in O and 77.44%
in S) are words made up of seven to nine
characters, followed in percentage by longer
words of up to twenty characters in O texts
(39.42%) and fourteen characters in S texts
(29.88%). We could, therefore, draw a gen-
eral conclusion that longer words tend to be
used more sparingly in S texts and that the
combination of factors such as frequency and
word length might be the one to be taken
into account when carrying out lexical sub-
stitution based on synonymy.

4.2 Named Entities and
Numerical Expressions

Examining the parallel corpus, we have ob-
served that NumExp and NE are given spe-
cial attention when simplifying texts for peo-
ple with cognitive disabilities. We have doc-
umented numerous cases of such expressions,
as well as changes applied to them. One com-
mon operation is the substitution of a definite
noun phrase with a NE it refers to. For exam-
ple, the Andalusian town is substituted with
Granada. As for NumExp, a good exam-
ple of common simplification operations are
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rounding of big numbers, eliminating Num-
Exp from parenthesis and the use of numer-
ical modifiers, such as almost or more than,
all three illustrated in the following pair of
original (1) and simplified (2) sentences:

1. The Secretary General of the UN, Ban Ki-
moon, asked for major funding for human-
itarian actions in 2011, with a petition of
almost 7,400 million dollars (around
5,400 million euros).

2. The Secretary General of the UN asked for
more than 7,000 million dollars for hu-
manitarian actions.

However, our data shows that by far the
most common operation applied to NumExp
and NE is elimination. Almost 60% of the
original NumExp have been eliminated as a
result of simplification. In the case of NE,
the average number of NE in simplified texts
is slightly higher than in original ones (8.77%
in S and 7.08% in O). This, however, is due
to the fact that NE seen as essential for the
core message of the text are often repeated,
both through the introduction of definitions
of such terms and the use of NE instead of a
definite noun phrase, as already seen. When
the number of different NE are counted in
each set, we perceive a strong tendency to-
wards elimination – S texts contain half as
many NE types as O texts. The follow-
ing sentences illustrate a case of NE elimina-
tion (the eliminated expressions are printed
in bold).

1. Today the Mayor of Madrid, Alberto Ruiz-
Gallardón, inaugurated the new library, situ-
ated in the Cultural Centre Eduardo Úrculo
and dedicated to the philosopher Maŕıa Zam-
brano; the library caters for six neighbourhoods
in the district of Tetuán.

2. The new library is in the Tetuán district.

4.3 Sentence Elimination

Content reduction in text simplification is not
only observed in the elimination of certain
phrases such as NumExp or NE, as already
suggested, but also in the deletion of full sen-
tences. As our corpus study indicates, 20% of
all sentences in O texts are deleted to create S
texts. Even though one could argue that this
percentage is too small to justify implement-
ing a deletion operation, it is a striking fact
that 72% of O texts in our corpus contain at

least one case of sentence elimination. There-
fore, we argue that a sentence deletion proce-
dure should be a key element in making texts
simpler, since it is indeed a very productive
operation. The module to simplify content
through sentence deletion is implemented as
a sentence classification mechanism: it de-
cides which sentences from O texts to delete,
the data for training the classifier being the
set of all O sentences annotated with a fea-
ture indicating whether the sentence should
be deleted or kept. Every sentence in the cor-
pus is represented as a set of features, some
of them borrowed from text summarisation
and others specific to our problem. For ex-
ample, we consider that the position of the
sentence in the text may be a factor when de-
ciding whether to delete it or not. In fact, in
the informative discourse we are treating, less
“topical” sentences would likely appear to-
wards the end of the document, being there-
fore good candidates for deletion. Other fea-
tures we are considering are the number of
NE and NumExp in the sentence (justified
by our corpus study), the number of con-
tent words in the sentence, and the number
of punctuation tokens. Various cohesion fea-
tures are computed as the number of shared
content words units between neighbouring
sentences: this is done to implement topic
shifts. Word frequency distribution is also
used as a feature. Average word frequency is
calculated for every sentence and this infor-
mation is used as one of the features for the
classifier. The classification system is based
on a Support Vector Machines implementa-
tion (Li et al., 2002) that can be used for
training, testing, and cross-validation experi-
ments. We have considered two simple base-
line (non-trainable) procedures which delete
the last or last two sentences of each doc-
ument (See Table 3). One of the baselines
already provides a very reasonable perfor-
mance with an F-score (F1)of 0.73. How-
ever, our more informed classifier, trained
with our designed features, reaches an im-
proved F-score of 0.79 in cross-validation ex-
periments, improving on both precision and
recall of the two baselines. The classifier per-
formance needs to be improved, especially for
recognising delete cases.

4.4 Insertion of Definitions

In 57.5% of all texts we found cases of
S sentences with no correlation to O sen-
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Delete Keep Overall
Condition Prec Rec F1 Prec Rec F1 F1
Delete last 0.27 0.20 0.23 0.81 0.86 0.84 0.73
Delete 2 last 0.31 0.46 0.37 0.84 0.74 0.79 0.68
Classifier 0.42 0.26 0.30 0.86 0.89 0.87 0.79

Table 3: Results of Cross-validation Sentence Deletion Experiments: Baselines and Classifier

tences. These are all cases of definitions of
difficult terms and concepts, inserted in the
text as additional information. The major-
ity of these are definitions of named enti-
ties, such as personal names (El Greco), or-
ganizations (the United Nations), geograph-
ical terms (Guantanamo) and alike. A cer-
tain number of lexical units are also explained
by means of a definition, 80% of which are
zero frequency words. Hence, for example,
molecules are defined as very small parts of
the universe.

As already shown in previous sections,
both named entities and rare words are per-
ceived as complicated. In the majority of
cases, such terms are either eliminated or
replaced by their synonyms with higher FI.
However, when these terms are central to the
core theme of the text, they cannot be elim-
inated. Synonym substitution is not always
possible either, since NE do not have syn-
onyms and nor do extremely rare and tech-
nical terms (like molecules from the above
example). This is where definitions are in-
serted, as a means of simplifying complicated
but essential elements of information.

In an attempt to investigate the issue of
definition insertion as a possible component
of our lexical simplification module, we cata-
logued all such expressions from the corpus4
and juxtaposed them to definitions extracted
from web sources. We then conducted quan-
titative analysis of both sets of definitions,
termed long and short to avoid confusion
with original and simplified texts. The fol-
lowing pair of sentences are an example of a
long definition (1), taken from the web, and
a short definition (2) inserted by human edi-
tors:

1. Alhambra is a monumental complex created
over the period of more than six hundred
years by such diverse cultures as the Muslim,
the Renaissance and the Romance culture.

2. Alhambra is an Arabic monument in
Granada.

4Definitions from the corpus were created from
scratch by trained human editors.

We can see that not only does the long def-
inition contain a lot more words, but some
of the words are among less frequently used
ones, such as monumental complex or the Re-
naissance. It is, therefore, clear that simple
insertion of definitions found on the web or
in encyclopaedias does not necessarily con-
tribute to creating a “simple” text - further
simplification of inserted sentences is neces-
sary. In order to test that hypothesis, we
analysed average word length and frequency
distribution in both sets of definitions. Table
4 provides the obtained figures.

Long Short

Word length 5.80 2.17

Sentence length 27.74 11.37

Table 4: Word length and sentence length in
long and short definitions

As can be appreciated, there is a signifi-
cant discrepancy in both word and sentence
length between short definitions and the ones
found on the web. Sentences in short defini-
tions are more than half as long as the ones
found in long definitions, and a strong pref-
erence for the use of short words is observed
in short definitions.

As for frequency distribution, presented in
Table 5, we notice a similar pattern as when
comparing O and S texts: the majority of
the words are high frequency words, whereas
the rate of low frequency words is rather neg-
ligible. Where the two sets do differ more
significantly is the distribution of zero fre-
quency words. The percentage of actual rare
words (i.e. not NumExp and NE) is signifi-
cantly less common in short definitions than
in long ones - the latter contain four times as
many rare words. NumExp are fairly rare in
both sets, with the short set containing only
one such example. What we mean by defined
terms are those terms for which the definition
is being inserted, like Amnesty International
or molecules. Since the vast majority of the
defined terms are NE, we placed them to-
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FI Long Short

NumExp 1.61% 0.46%

Defined terms and
other NE

6.66% 12.04%

Rare words 9.87% 2.31%

Freq. 0 total 18.14 % 14.81%

freq. 3 0.89% 1.39%

freq. 4 1.61% 0.46%

freq. 5 6.60% 3.70%

freq. 6 72.77% 79.63%

Table 5: The distribution of n-frequency
words in long and short definitions

gether in the category of “defined terms and
other NE”. A somewhat striking initial obser-
vation is that such terms are twice as com-
mon in the short definition set as in the long
one. In order to further analyse the distribu-
tion of this category of words in both sets, we
divided the set into “defined terms proper”,
which include both NE and lexical units, and
“other NE”, which include NE other than the
ones being defined. Subsequently, we calcu-
lated the number of different NE among the
category “other NE”, in order to see how rep-
etition influences the number of these words
in the definitions. Table 6 summarises the
percentages of defined terms, other NE and
different NE against the total number of NE
and defined terms.

Word category Long Short

Defined terms 46.67% 80.77%
Other NE 53.33% 19.23%
Different NE 38.33% 19.23%

Table 6: Percentage of defined terms and
other named entities in long and short def-
initions

As can appreciated, there is a stark differ-
ence between the two sets – there is more rep-
etition of defined terms in short definitions,
reducing the introduction of new named en-
tities to the minimum (only five NE in to-
tal, with four different NE). In long defini-
tions, however, the two categories of words
are balanced out. In addition to that, the to-
tal of 65 long definitions contains 46 different
named entities, which is in terms of percent-
ages almost double the number of different
NE in the short definition set. The following
pair of sentences, introducing the definition
of “Congo”, are an illustration:

1. Democratic Republic of Congo, previ-
ously known as Zaire and in the colonial
period as Belgian Congo, is a country in
Africa, with the capital in Kinshasa.

2. Congo is a country in Africa.

As can be observed, the long definition (1)
uses five different NE, introducing four new
ones and changing the form of the NE being
defined. On the other hand, the short defi-
nition (2) only introduces one extra NE and
leaves the defined term unchanged.

Based on the figures analysed above we
could draw the following conclusions:

• Definitions should employ short words
with higher frequency index.

• Rare words (FI 3 or below) should be
avoided.

• The introduction of NE other than those
being defined should be avoided.

• A NE or a term being defined may be re-
peated in order to underline it and allow
the reader to memorise it.

As part of our future work we intend to fur-
ther explore the issue of deciding which terms
to define, which to eliminate and where to
apply synonym substitution.

5 Conclusions and Future Work

In this paper we presented the results of
a quantitative analysis of a parallel corpus
of original and manually simplified texts in
Spanish, conducted with the aim of observing
how word length and frequency act as factors
to determine word difficulty and influence the
choice of synonyms selection when applying
lexical substitution. We have found that al-
most 95% of the words in simplified texts
consist of up to ten characters, whereas orig-
inal texts contain a larger number of longer
words. As for frequency, simplified texts tend
to contain a slightly greater number of high
frequency words, whereas what we call rare
words are almost 50% more common in orig-
inal texts. Additional analysis shows that
these words tend to be up to 20 characters
long in original and 14 characters long in sim-
plified texts. We could, therefore, conclude
that the combination of the factors of word
length and frequency could be indicative of
word difficulty and could be chosen to guide
the process of synonym substitution.
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We additionally analysed cases of content
expansion through the introduction of defini-
tions of complicated terms, mostly named en-
tities. Our results show that definitions are to
be composed of short words with higher fre-
quency index and that introduction of new
named entities is to be avoided. Therefore,
further simplification of definitions found on
the web is to be applied for a truly simplified
output. On the other hand, we observed the
cases of information elimination, with spe-
cial attention to numerical expressions and
named entities, and found that entire sen-
tences can be safely removed in order to pro-
duce a more readable text.

As part of our future work, we intend
to further investigate the insertion of defi-
nitions, focusing on problems such as what
terms to define, what to eliminate and where
to apply synonyms substitution. Similarly,
the performance of the classifier to recognise
delete cases is also to be improved. Our fi-
nal aim is computational implementation of
a lexical simplification module as part of a
system for automatic text simplification in
Spanish, aimed at readers with cognitive dis-
abilities.
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