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1 Introduction

One of the most challenging aspects of Na-
tural Language Processing (NLP) involves
enabling computers to derive meaning from
human natural language. To do so, seve-
ral meaning or context representations have
been proposed with competitive performan-
ce. However, these representations still ha-
ve room for improvement when working in
a cross-domain or cross-language scenario.

In this thesis we study the use of know-
ledge graphs1 as a cross-domain and cross-
language representation of text and its mea-
ning. To do so, we generate the knowledge
graphs with BabelNet,2 the widest-coverage
multilingual semantic network. This allows to
have graphs that expand and relate the ori-
ginal concepts belonging to a set of words
present in a text. This also provides with a
language coverage of hundreds of languages
and millions human-general and -specific con-
cepts.

1.1 Motivation and Objectives

The use of the recent and popular distributed
representations enables to accurately model
text meaning and produced significant im-
provements in NLP tasks. However, there is
a room of improvement in the cross-language
scenario. Most of the approaches need high
amounts of data in order to train representa-
tive models. In addition, the computational
complexity and the amount of training data
is proportional to the number of languages
employed.

The use of knowledge graphs provided in
the past with state-of-the-art results in the
task of mono- and cross-language word sen-
se disambiguation. The starting point of this
work is the observation that, if these graphs
provided with the correct disambiguations of
a text, even at cross-language level, they are
adequate as representation of the meaning of
that text. In addition, we believe that Babel-
Net, the multilingual semantic network em-
ployed to generate the graphs, with a lan-
guage coverage of hundreds of languages and
millions concepts, makes this representation
domain- and language-independent. There-
fore, its complexity is also independent of

1A knowledge graph is a subset of a semantic net-
work (also known as knowledge base) focused on the
concepts belonging to a text, and the intermediate
concepts and relations between them.

2http://babelnet.org

the number of languages employed. In con-
sequence, knowledge graphs are adequate for
cross-domain and cross-language NLP and
Information Retrieval (IR) tasks. Moreover,
knowledge graphs have several implicit cha-
racteristics (i.e., Word Sense Disambigua-
tion (WSD), vocabulary expansion, and lan-
guage independence) that have different im-
pact on their performance in NLP simila-
rity analysis tasks. Finally, we consider that
this representation may be useful for other
non-cross-language or non-cross-domain NLP
tasks such as community questions answe-
ring, native language identification, and lan-
guage variety identification.

Considering what aforementioned state-
ments said, this thesis has the following ob-
jectives:

To study the potential of knowledge
graph-based features for cross-domain
NLP tasks.

To develop a cross-language similarity
analysis model for NLP and IR tasks.

To study the knowledge graph cha-
racteristics for cross-language similarity
analysis tasks.

To evaluate the performance of the de-
veloped approaches and compare them
with the state-of-the-art models.

To employ knowledge graphs for other
NLP tasks.

2 Thesis Overview

This thesis has six chapters and is presented
as a compendium of research articles which
were published during the study phase of this
PhD. We include two international journal
articles and an international conference pa-
per as chapters of this work. The thesis is
structured as follows.

In Chapter 1 we present the introduction
of this thesis. It includes the related work,
motivation and objectives, our research ques-
tions, and the contributions of this research.

In Chapter 2 we present our journal article
published in Franco-Salvador et al. (2015).
In that work we employed knowledge graph-
based features, such as WSD and vocabulary
expansion-based ones (along with other tra-
ditional ones: bag of words and n-grams),
for single- and cross-domain polarity classi-
fication. The evaluation includes a thorough
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analysis of the knowledge graph-based featu-
res and a comparison with the state of the
art in domain adaptation.

In Chapter 3 we present our journal arti-
cle published in Franco-Salvador, Rosso, and
Montes y Gómez (2016). This is the reference
work of our cross-language knowledge graph
analysis model for cross-language similarity
analysis. That method employs knowledge
graphs as a cross-language representation of
the text and its meaning. We also study the
implicit and most relevant characteristics of
the knowledge graphs at cross-language level,
i.e., WSD, vocabulary expansion, and lan-
guage independence. The evaluation inclu-
des the task of Spanish-English and German-
English plagiarism detection and a compari-
son of the models in cases of plagiarism with
paraphrasing.

In Chapter 4 we present our conferen-
ce article published in Franco-Salvador, Ros-
so, and Navigli (2014). This publication pre-
sents a modified version of our cross-language
knowledge graph analysis model. This also in-
cludes a vector component to cover shortco-
mings such as out-of-vocabulary words and
verbal tenses. The evaluation in the tasks of
cross-language document retrieval and cate-
gorization compares this new model with the
state of the art using several language pairs.

In Chapter 5 we discuss the results that
have been obtained on the previous chapters.
Moreover, we complement our study with so-
me further experiments to complete the pic-
ture at task level, and analyse the obtai-
ned results from a cross-domain and cross-
language perspective. In addition, we present
our experiments and results with knowled-
ge graphs in other NLP tasks such as com-
munity questions answering, native language
identification, and language variety identifi-
cation.

In Chapter 6 we draw the main conclu-
sions of the thesis, as well as its contributions
and research lines for future work.

3 Thesis Contributions

The main contributions of this thesis are des-
cribed below.

From the representation viewpoint, we
proved that knowledge graphs can be emplo-
yed as a cross-domain and cross-language re-
presentation of text and its meaning. We used
several reference datasets to show diverse re-
sults and comparisons with the state of the

art and to justify the validity and potential
of this representation. We supported all our
conclusions with standard tests of statistical
significance of results. In addition, we studied
from a theoretical and practical perspective,
the main characteristics that contribute to
the knowledge graphs performance.

With respect to the tasks, we showed
how to obtain state-of-the-art performance
with knowledge graphs in several single- and
cross-domain NLP and IR tasks: single- and
cross-domain polarity classification (Franco-
Salvador et al., 2015; Giménez-Pérez, Franco-
Salvador, and Rosso, 2017), cross-language
plagiarism detection (Franco-Salvador, Gup-
ta, and Rosso, 2013; Franco-Salvador, Rosso,
and Montes y Gómez, 2016; Franco-Salvador
et al., 2016), document retrieval and categori-
zation (Franco-Salvador, Rosso, and Navigli,
2014), and community questions answering.
In addition, we showed the potentiality of
knowledge graphs for native language identi-
fication (Franco-Salvador, Kondrak, and Ros-
so, 2017) and language variety identification
(Rangel, Franco-Salvador, and Rosso, 2016).

From the modelling viewpoint, we emplo-
yed knowledge graphs to obtain state-of-the-
art performance in two different ways: (i) as
a source of feature extraction for classifica-
tion and regression, and (ii) as a representa-
tion, as part of the proposed cross-language
similarity analysis models. With respect to
these two models, we proposed one that em-
ploys knowledge graphs as representation of
the text and its meaning, and we proposed
another one that complements that represen-
tation with a vector-based representation to
cover the graph shortcomings. In addition, we
proposed a new embedding-based weighting
scheme for the semantic relations between the
knowledge graph concepts. This scheme pro-
ved to outperform the classical one employed
in the BabelNet multilingual semantic net-
work.

Finally, some contributions only partially
related to knowledge graphs were achie-
ved during this research. First, we propo-
sed the continuous word alignment-based si-
milarity analysis model that notably impro-
ved the performance of distributed repre-
sentations of words in cross-language pla-
giarism detection. Next, we proved the re-
lationship between the native language and
the language variety identification tasks by
solving both with the same approach wit-
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hout any task-specific adaptation. The pro-
posed string kernels-based approach obtai-
ned state-of-the-art performance in several
datasets of the two tasks. Finally, we hypot-
hesised that there is a relationship between
knowledge graphs and distributed represen-
tations. We studied, with interesting results,
how both complement each other for several
NLP and IR tasks.
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