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Abstract: This paper presents a vector representation and a clustering of action
concepts based on lexical features extracted from IMAGACT, a multilingual and
multimodal ontology of actions in which concepts are represented through video
prototypes. We computed vectors for 1,010 action concepts, where the dimensions
correspond to verbs in 10 languages. Finally, an unsupervised clustering method has
been applied on these data in order to discover action classes based on typologi-
cal closeness. Those clusters are not language-specific or language-biased, and thus
constitute an inter-linguistic classification of action domain.
Keywords: Action verbs, Vector Space Model, Multilingual Semantics, Action clus-
tering

Resumen: Este art́ıculo presenta una representación vectorial y un clúster de con-
ceptos de acción basados en caracteŕısticas léxicas extráıdas de IMAGACT, una
ontoloǵıa de acciones multilingüe y multimodal en la que los conceptos se represen-
tan a través de prototipos de video. Calculamos vectores para 1.010 conceptos de
acción, donde las dimensiones corresponden a verbos en 10 idiomas. Finalmente, se
ha aplicado un método de agrupación no supervisada en estos datos para descubrir
clases de acción basadas en la proximidad tipológica. Esos clústers no son espećıfi-
cos del idioma ni están sesgados por él, y por lo tanto constituyen una clasificación
interlingúıstica del dominio de acción.
Palabras clave: Verbos de acción, clasificación interlingúıstica, agrupación de ac-
ción

1 Introduction

In the mind of a speaker, the linking between
real world entities (i.e. objects and events)
and their mental representation is expressed
through symbols (i.e. lexical items), which
are part of his own mother-tongue langua-
ge1. This picture becomes complicated due to
cognitive economy constraints (Rosch, 1978),
because one lexical item productively applies
to a set of objects or events, resulting in a
one-to-many relations (Moneglia, 1996). Con-
sequently, the mental representation of the
world consists in a complex network of con-
nections between entities, thoughts and lexi-
con. To give an idea of this complexity, we can

1The correlation between entities, thoughts and
lexicon is often referred to as the Triangle of Reference
(Ogden and Richards, 1923).

take into account all the possible pragmatic
actions that an English speaker can correctly
refer to with the verb put. In fact, this verb
activates in the mind of the speaker a series of
possible events, often quite distant in terms
of pragmatic execution. For example, putting
a book on the table and putting some jam
on the bread, from the lexical point of view
of the verb, are similar events, despite their
differences: in the first one, no tools are re-
quired2, and few motoric activations are nee-
ded to perform the action; on the contrary,
in the second one, a tool is needed (e.g. a
knife) even if not explicitly lexicalized, and a
sequence of various short actions are perfor-
med to complete the task. Moreover, only the

2According to the generativist point of view, the
arm and the hand could be considered as tools (Pastra
and Aloimonos, 2012).
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second event can be predicated correctly also
by the verb spread which, in its turn, extends
its application to a series of events, some of
which are other than those activated by put,
e.g. people spreading around the room.

If we extend the focus from one single
speaker to a community of speakers, we can
see that the mental representation is roughly
shared and still holds. But what happens if
we try to compare the mental representation
of two or more speakers of different langua-
ges? We immediately observe a variation in
the linking between items of the conceptual
space and words of the lexical dimension. In
fact, if we ask a Japanese speaker to lexicali-
ze the three aforementioned actions, he would
use oku (common translation of put) to pre-
dicate the event of putting a book on the ta-
ble, tsukeru for putting/spreading some jam
on the bread, and chirabaru for people sprea-
ding around, and none of these verbs are over-
lapping or interchangeable in their primary
pragmatic predication.

These examples suggest that even a pu-
re lexical discrimination is able to finely seg-
ment the conceptual space, and highlight clo-
seness or distance between concepts, both in
a monolingual and a multilingual setting.

Starting from these observations, the work
presented in this paper is a first attempt
in modelling a language-independent concep-
tual space representation of actions, using
multilingual lexical items as a piece of evi-
dence for action concept discrimination.

2 Connection with other works

The present work is a first attempt in sol-
ving a novel NLP task, that we will call Ac-
tion Type Induction (ATI): it faces the pro-
blem of automatically identify similar action
instances and group them in types. Similarly
to Word Sense Induction (WSI) (Pantel and
Lin, 2002), ATI can be addressed as an un-
supervised clustering problem, where vectors
represent actions, instead of words. This dif-
ference is not trivial, and makes ATI an in-
trinsically multimodal task, in which instan-
ces are video elements of performed actions,
and the encoded features can be both lin-
guistic and visual. For example, informations
about verbs or textual description that refer
to actions, as well as features regarding mo-
tion and trajectories, become relevant data
for this task.

The combination of linguistic and visual

features to perform a more accurate classi-
fication of actions has been widely used in
recent years (Silberer, Ferrari, and Lapata,
2013; Hahn, Silva, and Rehg, 2019; Naha
and Wang, 2016), with the development of
techniques based on the integration of NLP
and computer vision. Within this perspecti-
ve, our work could be fruitfully exploited to
build complex models for action understan-
ding grounded on human knowledge.

Since our instances are actions, and not
words, we couldn’t use a co-occurrence ma-
trix. Instead our dataset is a co-referentiality
matrix, that encodes local equivalence, i.e.
the ability of two verbs to refer to the sa-
me action concepts (Panunzi, Moneglia, and
Gregori, 2018).

A similar approach has been used to re-
present typological data (Ryzhova, Kyuseva,
and Paperno, 2016): a matrix of word referen-
ces, in which each row corresponds to nouns
from a specific semantic field and the dimen-
sions are adjectives from different languages.
An intersection of a row and a column is filled
with 1 if the adjective can occur in the con-
text and with 0 if it cannot. Given these data,
they compute typological closeness between
nouns. From their work we inherit the notion
of typological closeness, that is semantic si-
milarity based on comparison of multilingual
data.

3 Action vector representation

3.1 IMAGACT

IMAGACT3 (Moneglia et al., 2014a) is a
multimodal and multilingual ontology of ac-
tion that provides a video-based transla-
tion and disambiguation framework for ac-
tion verbs. The resource is built on an on-
tology consisting in a fine-grained catego-
rization of action concepts, each represen-
ted by one or more visual prototypes in the
form of recorded videos and 3D animations.
IMAGACT currently contains 1,010 scenes
which encompass the action concepts most
commonly referred to in everyday language
usage. Action concepts have been gathered
through an information bootstrapping from
Italian and English spontaneous spoken cor-
pora, and the occurrences of verbs referring
to physical actions have been manually an-
notated (Moneglia et al., 2012). Metaphori-
cal and phraseological usages have been ex-

3http://www.imagact.it
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cluded from the annotation process, in order
to collect exclusively occurrences of physical
actions.

The database evolves continuously and
at present contains 10 fully-mapped langua-
ges and 17 which are underway. The inser-
tion of new languages is obtained through
competence-based extension (CBE) (Mone-
glia et al., 2014b) by mother-tongue speakers,
using a method of ostensive definitions ins-
pired by Wittgenstein (Wittgenstein, 1953).
The informants are asked to watch each vi-
deo, to list all the verbs in their language that
correctly apply to the depicted action, and
to provide a caption describing the event for
every listed verb as an example of use.

The visual representations convey action
information in a cross-linguistic environment,
offering the possibility to model a concep-
tualization avoiding bias from monolingual-
centric approaches.

3.2 Dataset

From the IMAGACT database, we derived
our dataset as a binary matrix C1010×7881
with one row per video prototype and one co-
lumn per verb for the languages considered.
Matrix values are the assignments of verbs
to videos made by native speakers within the
CBE annotation task:

Ci,j =

{
1 if verb j refers to action i

0 else

In this way, the matrix C encodes the inter-
linguistic lexical representation of each video
prototype.

Table 1 shows the number of verbs assig-
ned by the CBE annotators for each langua-
ge. It is important to notice that the task has
been performed on the whole set of 1,010 sce-
nes for each language and the differences bet-
ween the number of verbs depend on linguis-
tic factors: some examples of verb-rich lan-
guages are (a) Polish and Serbian, in which
perfective and imperfective forms are lemma-
tized as different dictionary entries, (b) Ger-
man, that have particle verb compositiona-
lity, (c) Spanish and Portuguese, for which
verbs belong to both American and European
varieties.

Judgments of applicability of a verb to a
video scene rely on the semantic competence
of annotators. An evaluation of CBE assign-
ments has been made for Arabic and Greek

Language Verbs
Arabic (Syria) 571
Danish 646
German 990
Greek 638
Hindi 470
Japanese 736
Polish 1,193
Portuguese 805
Serbian 1,096
Spanish 736
TOTAL 7881

Tabla 1: Number of verbs per language

in two thesis (Mutlak, forthcoming; Mouyia-
ris, forthcoming); results are summarized in
Table 2.

Language Precision Recall
Arabic (Syria) 0.933 0.927
Greek 0.990 0.927

Tabla 2: Precision and Recall for CBE anno-
tation task measured on 2 languages

3.3 Creating action vectors

In order to provide an exploitable vector re-
presentation of action prototypes, an appro-
ximated matrix C ′ has been created from
C, by using Singular Value Decomposition
(SVD) for dimensionality reduction.

SVD is a widely used technique in dis-
tributional semantics to reduce the feature
space. The application of SVD to our data-
set allowed us to obtain a fixed-size featu-
re space, that is independent of the number
of languages, and an approximation matrix,
that smooths language-specific semantic dif-
ferences. These results are highly desirable,
considering that the number of languages in
IMAGACT is growing continuously, and that
the provided representation should be shared
as far as possible, abstracting from lexico-
semantic properties of single languages. Mo-
reover, SVD approximation leads to some ad-
vantages in terms of computational proces-
sing, by removing the matrix sparsity and
creating a relatively low dimensional space.

Finally, the output C ′ is a dense matrix
1010 × 300 that encodes lexical features of
action prototypes.
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4 Actions clustering

In order to obtain a language-independent
classification of action concepts, we compu-
ted similarity between action prototype vec-
tors, and then we applied an unsupervised
clustering algorithm to this data. The resul-
ting classification bypasses differences in le-
xicalization among languages, in favour of
an average conceptual representation of ac-
tions. In fact, a classification based on data
from only one language leads to a representa-
tion that is consistent with the semantic spa-
ce segmentation operated by that language,
but it may not be cross-linguistically genera-
lized. Considering more languages together,
instead, language-specific differences can be
leveraged, highlighting similarities that may
remain in shade if comparing monolingual
classifications of actions.

Data clustering in this scenario is a com-
plex task because we do not have any in-
formation on the number of clusters, that
must be found by the clustering algorithm.
Moreover, a proper evaluation of the resul-
ting clusters is not trivial, since we need to
compare one speaker’s conceptual represen-
tation with the average representation resul-
ting from summing lexical information from
multiple languages.

4.1 Clustering algorithm

An ATI task can be properly considered as
a variation of a Word Sense Induction (WSI)
task: instead of grouping word occurrences
with similar meaning based on word contexts,
here we are grouping similar action occurren-
ces based on lexical features. In this expe-
riment we used Affinity Propagation (AP)
(Frey and Dueck, 2007), a state-of-the-art
unsupervised clustering algorithm, that has
been successfully applied to accomplish WSI
tasks in recent works (Alagić, Šnajder, and
Padó, 2018; Arefyev, Ermolaev, and Pan-
chenko, 2018). AP automatically identifies
the optimal number of clusters for a given
dataset; each cluster consists of one exemplar
(i.e. one element of the dataset that is repre-
sentative of the cluster) plus its neighbouring
elements.

Results of clustering on C ′ matrix are
summarized in Table 3.

4.2 The map of action concepts

A visual map has been created for da-
ta exploration purposes, available at

Number of clusters 178
Min # of scenes per cluster 2
Max # of scenes per cluster 24
Average # of scenes per cluster 5.67

Tabla 3: Results of clustering algorithm

http://lablita.it/app/imclust/map.php. In
this map each point is a cluster (i.e. a set of
action videos); the spatial position of points
is derived as follows:

exemplar vectors are chosen as cluster
representatives;

the feature space has been reduced to 2
dimensions with t-SNE4;

this 2D representation of exemplars has
been projected on x and y axes.

The action map is interactive: by clicking
on each point it is possible to see the set of vi-
deos belonging to the cluster. In order to ea-
se data exploration, cluster regions have been
manually drawn and named with an English
verb that roughly describes the related se-
mantic area.

5 Evaluation

5.1 Evaluation task

To our knowledge, no similar previous eva-
luation work are available and, due to the
peculiarity of this kind of work (i.e. language
independent clustering obtained by summing
of multilingual data), the possibility that a
speaker of a language L may find reasonable
all the clusters could be far from being positi-
ve. Nevertheless, in order to evaluate the ob-
tained Action Type clusters and the applied
methodology, we designed a task to perform
an evaluation based on human percepts on
scenes similarity.

The evaluation consists in a two-
alternative forced-choice similarity task in
which, given as target a scene s from a
cluster c, participants were asked to chose
the most similar scene to the target among
two other scenes. One of the scene used for
comparison belongs to the same cluster c of
the target, whereas the other was selected
among scenes not belonging to it. We expec-
ted annotators to choose the scene belonging

4t-SNE is a dimensionality reduction algorithm,
specifically designed for visual representation of high
dimensional data (Maaten and Hinton, 2008).
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to the same cluster as more similar to the
target one. If human judgments mirror our
unsupervised clusters, we interpret it as a
reliability result. Figure 1 shows one item of
the evaluation test: annotators judge which
video, between 1 and 2, is more similar to
the target.

Figura 1: One item of the evaluation test

We conducted a preliminary evaluation on
11 randomly selected clusters. These were se-
lected considering the number of scenes they
contain: the clusters considered were in the
middle range for number of scenes (one stan-
dard deviation around the mean5).

We presented to participants every possi-
ble couple of scenes belonging to the same
cluster, thus resulting in a dataset of 125 da-
tapoints. The third scene of each evaluation
item was randomly selected among scenes not
belonging to the considered cluster. Moreo-
ver, we checked for the similarity distance of
this scene from the cluster, and prepared two
version of the test: the third scene was alter-
natively selected among the 15th most simi-
lar scenes not belonging to the target cluster
or among other farther scenes, and this se-
lection was inverted in the second version of
the test. In this way, we can evaluate finely
the precision in the categorization of closer
concepts. Furthermore, we divided each test
in two, in order to avoid a very time consu-
ming test. As a result we obtained 2 different
tests with 2 alternative version each (4 tests
in total).

5We preferred clusters with a number of scenes in
the middle range for two reasons: 1- to avoid outlier
clusters; 2- to keep the number of items per test small
enough, feasible in less then 30 minutes

The first test was performed by 10 annota-
tors, 5 for each version, while the second test
was performed by 6 annotators, 3 for each
version. All the annotators are Italian native
speakers. Note that Italian is not among the
languages included in our multilingual ma-
trix. We believe this is an additional strength
of our evaluation, because results are not bia-
sed from the presence of annotators’ mother
language into the multilingual matrix.

This preliminary evaluation is meant as a
first check on the task suitability. An extensi-
ve evaluation with a crowd sourcing platform
has been planned, which will consider a lar-
ger number of clusters and will collect judg-
ments from speakers of different languages. It
will be interesting to analyze the influence of
participants mother language in the results,
observing language-specific differences.

5.2 Evaluation results

Tables 4 and 5 show results of Test 1 for each
annotator; tables 6 and 7 show results of Test
2 for each annotator. Values range from 0 to
1, where 1 indicates that the scenes judged
as more similar to the target correspond to
the cluster’s internal ones. The two versions
of the test had a small difference in the per-
centage of correct pairs (0.88 for Test 1.1,
0.91 for test 1.2 and 0.97 for Test 2.1, 0.92
for Test 2.2), suggesting us that the choice
of the third (not belonging to the cluster)
scene is relevant. Moreover, results show a
small difference between near and far scenes:
if the third scene was farther to the cluster,
annotators judged the intra-cluster scene as
similar to the target scene more easily. Fi-
nally Cohen’s k has been measured between
each annotator and the automatic clustering
assignments; the resulting agreement is high:
0.75 for Test 1.1; 0.81 for Test 1.2; 0.83 for
Test 2.1; 0.80 for Test 2.2.

near far total k
annot 1 0.80 0.92 0.86 0.84
annot 2 0.80 0.88 0.84 0.71
annot 3 0.80 0.92 0.86 0.80
annot 4 0.96 0.88 0.92 0.67
annot 5 0.88 0.92 0.90 0.72
Average 0.85 0.90 0.88 0.75

Tabla 4: Evaluation results - Test 1.1

Table 8 and 9 report the distribution of
shared judgments among participants, i.e.
how many items are evaluated according to
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near far total k
annot 6 0.88 0.92 0.90 0.84
annot 7 0.92 0.92 0.92 0.84
annot 8 0.88 0.92 0.90 0.80
annot 9 0.88 0.92 0.90 0.79
annot 10 0.92 0.92 0.92 0.79
Average 0.89 0.92 0.91 0.81

Tabla 5: Evaluation results - Test 1.2

near far total k
annot 11 0.97 0.97 0.97 0.88
annot 12 0.97 1.00 0.98 0.74
annot 13 0.97 0.97 0.97 0.86
Average 0.97 0.98 0.97 0.83

Tabla 6: Evaluation results - Test 2.1

near far total k
annot 14 0.88 1.00 0.93 0.76
annot 15 0.91 0.95 0.93 0.87
annot 16 0.88 0.97 0.92 0.78
Average 0.89 0.97 0.92 0.80

Tabla 7: Evaluation results - Test 2.2

the clustering and by how many annotators.
For example, the first row of Table 8 reports
the number of evaluated items where all of
the 5 annotators (5/5) identified the scene
belonging to the cluster as more similar to
the target.

In general, the evaluation confirmed the
validity of the cluster obtained: clusters seem
to correspond to what we call Action Ty-
pe, since they mirror with a high percen-
tage to human judgments. The matrix and
the clusters obtained can be, thus, interpre-
ted as interlinguistic and cognitively valid re-
presentation of Action Types. With further
evaluations we want to investigate to which
extent linguistic (lexical) representation mi-
rrors cognitive categorization, thus providing
new insights on how we organize concepts.

6 Conclusion and future works

This work describes an experiment of Action
Type Induction, that has been addressed th-
rough an unsupervised clustering on a matrix
of multilingual lexical features. Vectors en-
code the information about the applicability
of verbs (in 10 languages) to action concepts
and are extracted from the IMAGACT On-
tology of Action. Affinity Propagation cluste-
ring algorithm has been applied to these data
and the 1,010 video scenes have been grou-

Pair agr. Test 1.1 Test 1.2 Total
5/5 39 40 79
4/5 2 4 6
3/5 3 2 5
2/5 2 1 3
1/5 3 3 6
0/5 1 0 1

Tabla 8: Agreement summary on scenes in-
ternal to the target cluster in Test 1

Pair agr. Test 2.1 Test 2.2 Total
3/3 71 67 138
2/3 1 3 4
1/3 2 1 3
0/3 0 3 3

Tabla 9: Agreement summary on scenes in-
ternal to the target cluster in Test 2

ped in 178 clusters, that represent a concep-
tualization of action domain. A preliminary
evaluation has been made on a set of 11 clus-
ters by 16 annotators, obtaining encouraging
results. The very next step will be the imple-
mentation of an evaluation campaign to ob-
tain a reliable measure of clustering accuracy
without a gold standard.

The action representation provided in this
experiment is based on lexical features only,
but ATI tasks can exploit several kinds of ac-
tion features. For this reason, this work can
be considered as a first step in the creation
of a more complete vector representation of
actions that encodes other aspects of action
domain. Some examples of features that, in
principle, could enrich these vectors regard
event structures (e.g. goal, semantic frames),
linguistic properties of linked verbs (e.g. the-
matic roles, aktionsart), visual properties of
the scenes (e.g. action trajectory, spatial re-
lation among objects), motor description of
performed movements.
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