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Historias Cĺınicas Electrónicas escritas en español
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Resumen: Tesis doctoral en Análisis y Procesamiento del Lenguaje defendida por
Sara Santiso González en la Universidad del Páıs Vasco (UPV/EHU) y realizada
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1 Introduction

This thesis was developed on the IXA group
of the University of the Basque Country
(UPV/EHU) and is related with the extrac-
tion of Adverse Drug Reactions (ADRs).

An ADR is defined by the World Health
Organization (WHO) as ‘a response to a
medicine which is noxious and unintended,
and which occurs at doses normally used in
man’. The WHO informed about the impor-
tance of reporting ADRs to understand and
treat the diseases caused by drugs and, as a
result, improve the patients care. However,
ADRs are still heavily under-reported, which
makes their prevention difficult. This was the
motivation to automatically extract ADRs

on Electronic Health Records (EHRs). Given
that information stored digitally by the hos-
pitals is growing, Natural Language Process-
ing (NLP) techniques can be used to create
a system that helps the doctors to analyze
the ADRs of the patients in a given EHR,
facilitating the decision making process and
alleviating the work-load. As a consequence,
the patients’ health could improve and the
pharmaco-surveillance service would be in-
formed about the detected ADRs. The ADR
extraction was defined as a relation extrac-
tion task. That is, the aim is to detect ADR
relations between the entities (drugs and dis-
eases) recognized in a given text. For the
ADR extraction developed in this work, we
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distinguished two steps that were developed
using a pipeline approach:

1. Medical Entity Recognition (MER) to
find “drug” entities and “disease” enti-
ties. The “drug” entity encompasses ei-
ther a brand name, a substance or an
active ingredient and the “disease” en-
tity encompasses either a disease, a sign
or a symptom.

2. ADR detection to discover the relations
between “drug” entities and “disease”
entities that correspond to ADRs. The
“drug“ entity would be the causative
agent and the “disease” entity would be
the caused adverse reaction.

In the ADR extraction process, we had to
overcome some challenges that make this su-
pervised classification task difficult. On the
one hand, the ADRs are minority relations
because generally the drug and the disease
are either unrelated or related as treatment
and, thus, the ADRs are rare cases. On the
other hand, the EHRs show multiple lexical
variations. In addition, our EHRs are written
in Spanish whereas the majority of biomedi-
cal NLP research has been done in English.

In this way, we tackled some drawbacks
present in state-of-the-art works: the class
imbalance, the lexical variability and the few
resources and tools to apply NLP in the med-
ical domain for Spanish and other languages
different to English.

The main objective of this work is the
creation of a model able to detect automat-
ically ADRs in EHRs written in Spanish.
This, in turn, encompasses the sub-objectives
stated below:

• Detect ADRs by discovering relations
between the causative drug and the
caused diseases.

The aim is to detect drug-disease pairs
related as ADRs and not only the disease
caused by the drug. Indicating explicitly
the entities involved in an ADR can re-
sult more useful for their study.

• Discover approaches to overcome the
class imbalance.

Given that ADRs are rare events, it
is frequent to find the class imbalance
problem. Machine learning algorithms
tend to expect balanced class distribu-
tions and learning the minority class is

difficult for them. For this reason, our
intention is to explore different tech-
niques that could help to tackle this is-
sue improving the ADR detection or find
approaches that could be robust against
imbalanced distributions of the class.

• Discover robust representations to cope
with the lexical variability and the data
sparsity.

This is a challenge goal due to two fac-
tors. First, the EHRs are written during
consultation time and each doctor uses
different terms or expressions, producing
lexical variations. Second, due to confi-
dentiality issues, there is a lack of avail-
able EHRs. Then, our intention is to ex-
plore different representations to make
the most of the annotated corpus.

2 Thesis Overview

This thesis was organized in eight chapters.
Chapter 1 explains the motivation to de-

velop the ADR extraction and the frame-
work. It also presents the objectives to
achieve together with the main research ques-
tion to address.

Chapter 2 makes a review of the works
related with the ADR extraction task. It fo-
cuses on the definition of ADR extraction,
the techniques and features employed for the
ADR classification, the corpora and the eval-
uation schemes used for ADR extraction.

Chapter 3 presents the corpora em-
ployed in this work (IxaMed-GS, IxaMed-
CH, IxaMed-E). Furthermore, it describes
the schemes and metrics employed for the
evaluation of our systems.

Chapter 4 describes the features employed
to create the symbolic characterizations of
the ADR events, our first approach. It
presents the Random Forest classifier used
for ADR detection of intra-sentence as well
as inter-sentence ADRs. It also explains the
approaches explored to tackle the class imbal-
ance (Santiso et al., 2014; Santiso et al., 2016;
Casillas et al., 2016b; Casillas et al., 2016a;
Santiso, Casillas, and Pérez, 2019). With this
approach, the best results are a precision of
34.0, a recall of 59.3 and an f-measure of 43.2.

Chapter 5 explains the dense character-
izations created from embeddings that were
used together with the Random Forest classi-
fier overcoming the class imbalance, our sec-
ond approach. Moreover, it proposes dif-
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ferent smoothing techniques that were ap-
plied to the dense representations in order to
improve the proximity between semantically
related words (Santiso, Pérez, and Casillas,
2019b). With this approach, the best results
are a precision of 47.4, a recall of 66.7 and an
f-measure of 55.4.

Chapter 6 explains the neural networks
used for ADR detection, Joint AB-LSTM
networks, as our third approach. It includes
the core-features employed to infer the dense
representations. It also presents the tech-
niques explored to overcome the class im-
balance suited for neural networks (Santiso,
Pérez, and Casillas, 2019a). With this ap-
proach, the best results are a precision of
72.4, a recall of 71.4 and an f-measure of 71.9.

Chapter 7 discusses the results obtained
with the best performing approach, using
slightly different corpora and incorporating
the automatic detection of medical entities.
Until now, we have just focused on the ADR
detection step and we have tried different rep-
resentations and classifiers. The best results
are obtained with the higher corpus, yielding
a precision of 74.4, a recall of 76.0 and an
f-measure of 75.2.

Chapter 8 gives the final conclusions,
which include the response to the research
questions and the main contributions. It ex-
plains the future lines of work regarding the
ADR extraction. It also shows the publica-
tions related to this work.

In addition, it includes three appendices.
Appendix A explains the two approaches

explored to detect negated entities automat-
ically. These negated entities are used to dis-
card negative ADR candidates (Santiso et al.,
2017; Santiso et al., 2019).

Appendix B briefly explains some exper-
iments developed to detect medical entities
automatically. These entities are those used
to observe the influence of MER step on ADR
detection.

Appendix C gives detailed results of the
experiments developed in Chapter 5 for ADR
detection using dense representations and the
Random Forest classifier.

3 Contributions

The main contribution of this work is that
the ADR extraction was developed using
EHRs written in Spanish. To the best of
our knowledge, for ADR extraction in texts
written in Spanish, we are the first employing

EHRs. Other contributions derived from the
tasks carried out during this work are:

• Combination of approaches to tackle the
high class imbalance.

We made a step ahead in the develop-
ment of NLP methods that deal with
ADR extraction defined as relation ex-
traction task. As a first approach we
tackled both inter- and intra-sentence
ADR extraction, even though the main-
stream in the related works just fo-
cused on intra-sentence relations. In
this context, inference algorithms should
be suited to cope with the challenge of
an extremely high class imbalance. Al-
though the imbalance problem dimin-
ishes considerably in intra-sentence sce-
narios, we explored classical approaches
to tackle the class imbalance (sampling,
cost-sensitive learning, ensemble learn-
ing, one-class classification) in the con-
text of inter- and intra-sentence ADR ex-
traction. We observed that the combi-
nation of them, precisely sampling and
cost-sensitive learning, was beneficial in
our framework.

Besides, in an attempt to discard non-
ADR instances and alleviate the class
imbalance, we also tried negation detec-
tion. We developed two ways of detect-
ing negated medical entities in EHRs:
an adaptation of the NegEx tool and
a Conditional Random Fields algorithm
using dense characterizations. We cor-
roborated, however, that class imbalance
can be tackled in intra-sentence ADR
extraction, while there is room for im-
provement in inter-sentence relation ex-
traction.

• Mechanisms to deal with lexical variabil-
ity.

NLP in the medical domain dealing with
EHRs has, among others, the challenge
of high lexical variability (large special-
ized vocabularies, non-standard abbrevi-
ations, misspellings, etc.) and lack of
available corpora. Quantitatively, there
is a reflect of the lexical variability in the
remarkable ratio of Out-Of-Vocabulary
elements. To cope with this issue it re-
sults crucial to propose not only com-
petitive inference algorithms but also ro-
bust characterizations of the instances.
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Throughout this work we analyzed two
classification techniques (Random For-
est, Joint AB-LSTM) and two repre-
sentations (symbolic, dense). We ex-
perimentally corroborated that context-
aware embeddings (dense representa-
tions created taking into account the em-
beddings of the context-words) are use-
ful to preserve the lexical nuances in this
domain. In addition, to alleviate the in-
fluence that the lack of training samples
might have in the quality of the inferred
dense representations, we proposed the
use of smoothing techniques. Smooth-
ing helps to avoid superficial variations
and, hence, makes different (but close)
points in the space to be equivalent.

Moreover, we observed that dense spaces
of lemmas also helped to tackle the lex-
ical variability. In fact, lemmatization
was particularly effective in the neural
networks used for ADR extraction.

• Tolerance to external noise.

We exposed the ADR extraction system
to two types of noise. On the one hand,
we assessed the impact of corpora from
slightly different sources (different hos-
pitals with different services or special-
izations). On the other hand, we an-
alyzed the influence of miss-recognized
medical entities into the ADR detec-
tion step leading to a fully automatic
ADR extraction system. We corrobo-
rated that the Joint AB-LSTM is able to
cope with these types of noise although,
naturally, there is a small decrease in its
performance due to the missed entities
involved in the ADR pairs.
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Casillas, A., A. Pérez, M. Oronoz, K. Go-
jenola, and S. Santiso. 2016b. Learn-
ing to extract adverse drug reaction events
from electronic health records in Spanish.
Expert Systems with Applications, 61:235–
245.

Santiso, S., A. Casillas, and A. Pérez.
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M. Oronoz. 2019. Word embeddings
for negation detection in health records
written in Spanish. Soft Computing,
23(21):10969–10975.

Santiso, S., A. Casillas, A. Pérez, M. Oronoz,
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