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parámetros usados durante la creación y comparación de

vectores de propiedades de modelos semánticos
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Szeged (Hungŕıa), el 15 de noviembre de 2019. Los miembros del comité de doc-
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1 Introduction

For many natural language processing prob-
lems, including noun compound interpreta-
tion (Dobó and Pulman, 2011), it is crucial
to determine the semantic similarity or relat-
edness of words. While relatedness considers
a wide range of relations (including similar-
ity), similarity only examines how much the
concepts denoted by the words are truly alike.

1.1 Motivation

Most semantic models calculate the simi-
larity or relatedness of words using distri-
butional data extracted from large corpora.
These models can be collectively called as
distributional semantic models (DSMs). In

these models feature vectors are created for
each word, usually made up of context words
with weights, and the similarity or related-
ness of words is then calculated using vector
similarity measures. Although DSMs have
many possible parameters, a truly compre-
hensive study of these parameters, also fully
considering the dependencies between them,
is still missing and would be needed.

Most papers presenting DSMs focus on
only one or two aspects of the problem, and
take all other parameters as granted with
some standard setting. For example, the ma-
jority of studies simply use cosine as vector
similarity measure and/or (positive) point-
wise mutual information as weighting scheme
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out of convention. Further, even in case of
the considered parameters, usually only a
handful of possible settings are tested for.
Moreover, there are also such parameters
that are completely ignored by most stud-
ies and have not been truly studied in the
past, not even separately (e.g. smoothing,
vector normalization or minimum feature fre-
quency). What’s more, as these parameters
can influence each other greatly, evaluating
them separately, one-by-one, would not even
be sufficient, as that would not account for
the interaction between them.

There are a couple of studies that consider
several parameters for DSMs with multiple
possible settings, but even these are far from
truly comprehensive, and do not fully test for
the interaction between the different param-
eters. So, although a comprehensive analysis
of the possible parameters and their combina-
tions would be crucial, there has been no such
research to date. Further, although the best
settings for the parameters can differ for dif-
ferent languages, the vast majority of papers
consider DSMs for only one language (mostly
English), or consider multiple languages but
without a real comparison of findings across
languages. Our study aims to address these
gaps.

1.2 Aims and objectives

DSMs have two distinct phases in general.
First, statistical distributional information
(e.g. raw counts) is extracted from raw data
(e.g. a large corpus). Then, feature vectors
are created for words from the extracted in-
formation, and the similarity or relatedness
of words is calculated by comparing their fea-
ture vectors. In our study we take the dis-
tributional information extracted in the first
phase as already granted, and present a sys-
tematic study simultaneously testing all im-
portant aspects of the creation and compari-
son of feature vectors in DSMs, also caring for
the interaction of the different parameters.

We have chosen to only study the second
phase of DSMs, as the two phases are rela-
tively independent from each other, and test-
ing for every possible combination of param-
eter settings in the second phase is already
unfeasible due to the vast number of combi-
nations. So, instead of a full analysis, we al-
ready had to use a heuristic approach. Thus,
we have omitted the examination of the first
phase, as that would have been unreasonable

and unmanageable, with one exception.

DSMs relying on information extracted
from static corpora have two major cate-
gories, based on the type of their first phase:
count-vector-based (CVBM) and predictive
models (PM; also called word embeddings).
In order to get a more complete view and due
to the recent popularity of predictive models,
in addition to using information extracted
by a CVBM, we have also conducted exper-
iments with information extracted by a PM
for English. Further, we have also extended
our analysis with a model based on a knowl-
edge graph. Our intuition was that there will
be a single configuration that achieves the
best results in case of all types of models.
However, please note that in the latter two
cases only a part of the considered parame-
ters could be tested due to the characteristics
of such models. We have mainly focused on
count-vector-based DSMs partly due to this.

During our research we have identified
altogether 10 important parameters for the
second phase of count-vector-based DSMs,
such as vector similarity measures, weight-
ing schemes, feature transformation func-
tions, smoothing and dimensionality reduc-
tion techniques. However, only 4 of these
parameters are available when predictive or
knowledge-graph-based semantic vectors are
used as input, as in those cases the raw counts
are not available any more, the weighted vec-
tors are already constructed and their dimen-
sions are usually also reduced.

In the course of our analysis we have si-
multaneously evaluated each parameter with
numerous settings in order to try to find
the best possible configuration achieving
the highest performance on standard test
datasets. We have done our extensive analy-
sis for English, Spanish and Hungarian sep-
arately, and then compared our findings for
the different languages.

While also testing the conventionally used
settings for each parameter, we also proposed
numerous new variants in case of some pa-
rameters. Therefore, for many parameters a
large number of settings (more than a thou-
sand in some cases) were tested, resulting in
trillions of possible combinations. All in all,
we have considered a vast number of novel
configurations, with some of these consider-
ably outperforming the standard configura-
tions that are conventionally used, and thus
achieving state-of-the-art results.
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First we have done our analysis for English
and evaluated the results extensively (Dobó
and Csirik, 2019a). Then we have repeated
our analysis, with an increased number of
settings for several parameters, for English,
Spanish and Hungarian, and compared the
findings across the different languages (Dobó
and Csirik, 2019b).

2 Thesis overview

The thesis (Dobó, 2019) is organized into
nine chapters, followed by the Appendices.

Chapter 1 gives an introduction to the
topic, and presents our motivations and aims.
Then we provide the theoretical background
to the topic in Chapter 2, after which Chap-
ter 3 introduces the used data and evaluation
methods. Dobó and Csirik (2012) and Dobó
and Csirik (2013) describe the inception of
our research into the topic, and introduce a
part of the used data and evaluation meth-
ods.

Chapter 4 is devoted to the detailed de-
scription of our analysis (Dobó and Csirik,
2019a), including the presentation of our two-
phase heuristic approach and the description
of the ten tested parameters. Our novel
smoothing technique (Dobó, 2018) tested
during our analysis is also presented here.

In Chapter 5 we present the results of our
two-phase heuristic analysis for English, and
then evaluate these results (Dobó and Csirik,
2019a). This is followed by the detailed com-
parison of the results for English, Spanish
and Hungarian (Dobó and Csirik, 2019b) in
Chapter 6.

We draw our conclusions in Chapter 7,
which is followed by the English and Hun-
garian synopsis of the thesis in Chapters 8
and 9, respectively.

In the Appendices, we present the most
important vector similarity measures and
weighting schemes in detail, together with
their formula. We also publish our novel gen-
eral test datasets for Hungarian here, which,
given the lack of previous such datasets,
made the evaluation and comparison of our
semantic models for Hungarian possible.

3 Main contributions

We have presented a very detailed and sys-
tematic analysis of the possible parameters
used during the creation and comparison
of feature vectors in distributional semantic
models, for English, Spanish and Hungarian,

filling a serious research gap. We have identi-
fied 10 important parameters of count-vector-
based models and 4 relevant ones in case of
using semantic vectors as input, and tested
numerous settings for all of them. The main
contributions of our work are as follows:

• Our analysis included novel parameters
and novel parameter settings, and tested
all parameters simultaneously, thus also
taking their interaction into account. To
our best knowledge, we are the first to
do such a detailed analysis for these pa-
rameters, and also to do such an exten-
sive comparison of them across multiple
languages.

• Our novel two-step heuristic approach
made the search for the best configu-
rations among the numberless possibil-
ities feasible for all three languages, and
thus we were able to find such novel
ones, many of them also incorporating
novel parameter settings, that signifi-
cantly outperformed conventional con-
figurations.

• Although we had to use a heuristic ap-
proach due to the vast size of the search
space, we have been able to verify the va-
lidity of this approach and the reliability
and soundness of its results.

• While we have found that different con-
figurations are best in case of models
with count-vector-based, predictive and
knowledge-graph-based semantic vectors
as input, we have verified that a config-
uration performing well on given input
data also works well on other input data
of the same type.

• In accordance with our intuition, there
were several parameters that worked
very similarly in case of all three lan-
guages. We also found such parameters
that were alike for Spanish and Hungar-
ian, and different for English, which we
also anticipated. However, it was in-
teresting to see that there was such a
parameter that worked similarly for En-
glish and Hungarian, but not for Span-
ish, and that we did not find any pa-
rameters that worked similarly for the
two Indo-European languages, but dif-
ferently for Hungarian.

• Although we have found that the very
best results are produced by differ-
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ent configurations for the different lan-
guages, our cross-language tests showed
that all of them work rather well for
all languages. Based on this we think
that we could find such configurations
that are rather language-independent,
and give robust and reliable results.

• To be able to compare our results with
the previous state-of-the-art, we have
run such tests where the same data was
used as input for both the previous state-
of-the-art configurations and our config-
urations. In case of using raw counts
as input and thus being able to opti-
mize all 10 of our examined parameters,
our best configurations contained novel
parameter settings and clearly outper-
formed previous state-of-the-art config-
urations, with a considerable margin in
most cases. When using semantic vec-
tors as input and thus only being able
to optimize 4 out of 10 parameters, our
best configurations, also incorporating
novel parameter settings, performed at
least as well as the previous state-of-the-
art, with a slight superiority in a couple
of cases. All in all, our best model ac-
tually achieved absolute state-of-the-art
results compared to all previous mod-
els of any type on the most important
test datasets. Based on these results we
think that our analysis was successful,
and we were able to present such new
parameter settings and new configura-
tions that are superior to the previous
state-of-the-art.

As it could be seen, the size of the in-
put corpus, as well as the used information
extraction method greatly influences the re-
sults. Therefore we think that doing an anal-
ysis similar to our current one for the in-
formation extraction phase of DSMs would
be a principal direction for future research.
Further, in our opinion it would be impor-
tant to test our proposed new configurations
using corpora magnitudes larger than that
we could use. It would be even better if
our whole heuristic analysis could also be re-
peated on these huge corpora. Further, al-
though our results seem rather robust and
reliable for Spanish and Hungarian too, it
would be interesting to redo our analysis on
larger and more reliable Spanish and Hungar-
ian datasets, when such datasets will become

available in the future.
We think that with this study we sig-

nificantly contributed to the better under-
standing of the working and properties of
DSMs. Although fully reliable conclusions
from our results can only be drawn with re-
spect to DSMs, we think that similar conclu-
sions would hold for other NLP and non-NLP
systems based on vector space models too.

For reproducibility and transparency,
we have made our code and our most
important resources publicly available
at: https://github.com/doboandras/dsm-
parameter-analysis/.
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