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Abstract: Information retrieval has traditionally been approached using vector
models to describe texts. In large document collections, these models need to reduce
the dimensions of the vectors to make the operations manageable without compro-
mising their performance. Probabilistic topic models (PTM) propose smaller vector
spaces. Words are organized into topics and documents are related to each other
from their topic distributions. As in many other AI techniques, the texts used to
train the models have an impact on their performance. Particularly, we are inter-
ested on the impact that length of texts may have to create PTM. We have studied
how it influences to semantically relate multilingual documents and to capture the
knowledge derived from their relationships. The results suggest that the most ade-
quate texts to train PTM should be of equal or greater length than those used to
make inferences later and documents should be related by hierarchy-based similarity
metrics at large-scale.
Keywords: probabilistic topics, text similarity, hierarchical topics, document re-
trieval.

Resumen: La recuperación de información ha utilizado tradicionalmente modelos
vectoriales para describir los textos. A gran escala, estos modelos necesitan reducir
las dimensiones de los vectores para que las operaciones sean manejables sin com-
prometer su rendimiento. Los modelos probabiĺısticos de tópicos (MPT) proponen
espacios vectoriales más pequeños. Las palabras se organizan en tópicos y los doc-
umentos se relacionan entre śı a partir de sus distribuciones de tópicos. Como en
muchas otras técnicas de IA, los textos utilizados para entrenar los modelos influyen
en su rendimiento. En particular, nos interesa el impacto de la longitud de los textos
al crear MPT. Hemos estudiado cómo influye al relacionar semánticamente docu-
mentos multilingües y al capturar el conocimiento derivado de sus relaciones. Los
resultados sugieren que los textos más adecuados deben ser de igual o mayor longi-
tud que los utilizados para hacer inferencias posteriormente y las relaciones deben
basarse en métricas de similitud jerárquicas.
Palabras clave: topicos probabiĺısticos, semejanza de textos, jerarqúıa de tópicos,
recuperación de documentos.

1 Introduction

Probabilistic Topic Models (PTM) (Hof-
mann, 2001) (Blei, Ng, and Jordan, 2003)
are statistical methods based on bag-of-words
that analyze the words of the original texts
to discover the themes that run through
them, how those themes are connected to
each other, or how they change over time.
PTM do not require any prior annotations
or labeling of the documents. The topics

emerge, as hidden structures, from the anal-
ysis of the original texts. These structures
are topic distributions, per-document topic
distributions or per-document per-word topic
assignments. In turn, a topic is a distribu-
tion over terms that is biased around those
words associated to a single theme. Figure 1
shows some topics that have emerged when
creating a topic model with the collection of
Wikipedia articles to better understand what
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Figure 1: Topics discovered from the English edi-
tion of Wikipedia.

topic means. Each topic is described, this ex-
ample, by its six most representative words,
i.e., those words most present in the docu-
ments that mainly contain each topic.

Bag-of-words approach avoids the restric-
tion of word sequences to relate documents
based on the use of the same words. PTMs
represent texts by probability distributions
over a vocabulary created from the whole cor-
pus. Each topic establishes different levels
of relevance for each word, and documents
are described based on the presence of each
topic in their texts. Latent Semantic Index-
ing (Deerwester et al., 1990) (LSI) initially
reduced the TF-IDF model using singular
value decomposition to find the linear sub-
space that capture most of the information
in a collection. LSI has shown to yield high
correlation with human perception of simi-
larity (Jung, Ruthruff, and Goldsmith, 2017)
and some authors argued that features de-
rived from LSI are able to capture some basic
linguistic notions such as synonymy and pol-
ysemy. Probabilistic LSI (pLSI) (Hofmann,
1999) improved LSI by introducing the con-
cept of topic as a multinomial distribution
over the vocabulary of a collection. In pLSI
each document is described with a vector of
topic proportions, capturing the idea that
there is a fixed number of common themes ex-
hibited in a different proportion by the docu-
ments in a collection. But it was not able
to provide a generative process that infers
topic proportions for documents not used in
the training collection. Latent Dirichlet Al-
location (LDA) (Blei, Ng, and Jordan, 2003)
solved the inferring problem of pLSI by plac-
ing a Dirichlet distribution over the topic pro-
portions for the documents and allowing for
the discovery of the themes running through
the documents. It is considered the simplest

generative Probabilistic Topic Model. LDA
is one of the most widely-used methods when
processing texts using NLP techniques and
its functionality has been extended to multi-
ple domains (Jelodar et al., 2017).

Topic models are trained with large cor-
pora of texts, which are generally from the
same domain for which we want to make in-
ferences. Documents can be related based on
their topics, instead of sequences of words.
Topic-based representations bring a lot of
potential when applied over different infor-
mation retrieval (IR) tasks, as evidenced by
works in different domains such as health
(Nzali et al., 2017), legal (O’Neill et al.,
2017), news (He, Li, and Wu, 2017), and hy-
brid proposals combining topic models and
word embedding (Dieng, Ruiz, and Blei,
2020). However, the ability of topics to ex-
press the inherent knowledge on which the re-
lationships between documents are built has
not been yet analyzed from the texts used
to train the models. As far as we know,
there are no studies that evaluate how the
text length influences on the probabilistic
model created to represent and relate seman-
tically documents from their topic distribu-
tions by means of similarity functions. In
this work we have studied the impact that
the text length has, since it determines the
space where words can co-occur, to semanti-
cally relate documents described in a proba-
bilistic topic space.

This paper is structured as follows: Sec-
tion 2 presents the state-of-the-art metrics
used to compare documents represented by
probabilistic topics. The methodology that
we have used for the experimentation and
how the evaluation was performed is de-
scribed in section 3. Finally, the results are
presented and discussed in section 4, along
with the final remarks and future work in sec-
tion 5.

2 Text Similarity based on
Probabilistic Topics

Some works have evaluated LDA models to
semantically relate documents. In (Syed
and Spruit, 2017), the quality of the topics
was measured based on the abstract or the
full text of scientific articles. It concluded
that full-text was less prone to noisy top-
ics in small datasets. Regarding the ability
to relate similar papers, (Badenes-Olmedo,
Redondo-Garćıa, and Corcho, 2017b) ana-
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lyzed similarity relations based on topic dis-
tributions when using only sections of scien-
tific papers to describe them (i.e. abstract,
method, background, etc). It concluded that
the background section allows relating them
in a more accurate way than using the ab-
stract.

Distance measures typically used in prob-
abilistic topic models are not based on Eu-
clidean spaces, e.g. cosine-similarity, but
consider the simplex space created by the
Dirichlet distribution to support the compar-
isons.

2.1 Density-based Similarity
metrics

Documents are represented as vectors of
topic distributions in the simplex space cre-
ated by probabilistic topic models, and dis-
tance functions must take into account two
considerations, namely none-negativity and
sum-equal-one (Mao et al., 2017) to ensure
that the document representation is used
as a probability distribution. Metrics such
as Jensen-Shannon Divergence (JSD) (Eq.1)
(also known as symmetric relative entropy)
and Hellinger (He) distance (Eq.2) are com-
monly used in these spaces (Rus, Niraula,
and Banjade, 2013):

JSD(Q,D) =
∑
i=1

qi log
2qi

qi + di
+
∑
i=1

di log
2di

qi + di
(1)

He(Q,D) =
∑
i=1

(√
q(xi)−

√
d(xi)

)2

(2)

However these metrics lack the interpreta-
tive capacity offered by topics when compar-
ing documents. Furthermore, in real-world
environments where computational cost has
to be considered those metrics do not scale
well as they require complex operations be-
tween all pairs of documents. To address
both issues, a set of metrics based on hierar-
chical representation of topics were proposed,
as described next.

2.2 Hierarchy-based Similarity
metrics

Similarity metrics based on density functions
present four major problems when compar-
ing documents (Badenes-Olmedo, Redondo-
Garćıa, and Corcho, 2019a):

• Pairwise computation of document sim-
ilarity is costly and grows linearly with

the size of the corpus.

• Simplex metrics do not offer a semantic
explanation for the similarity obtained.

• Documents that do not share any acti-
vated topics (i.e. the bigger components
of the topic proportion vector) can still
have high similarity due to the sum of
distances between the less representative
topics (i.e. the smaller components of
the topic proportion vector).

• These metrics cannot be extended to
support semantic restrictions to enrich
queries in the corpus.

To alleviate these issues, a new approach
to compare topic distributions was pro-
posed (Badenes-Olmedo, Redondo-Garćıa,
and Corcho, 2019a) that reduces the topic
distributions vector to a hierarchical set-type
vector. Documents are described by sets of
topics grouped into three relevance levels.
They are compared using the Jaccard index,
a metric that compares how similar two sets
are by how many objects they share. In our
experiments, a linear distribution of weights
(i.e wi = 3− i) has been used to add up the
hierarchy levels (Eq.3):

WJL(HA, HB) =

L∑
i=0

L∑
j=0

wiwj ∗
|HA

i ∩HB
j |

|HA
i ∪HB

j |
(3)

3 Experiments

Our study is aimed at evaluating how text
length influences the probabilistic topics that
are created from a document corpus, and how
this influences the calculations and results of
state-of-the-art similarity metrics to seman-
tically relate documents. Several document
retrieval tasks were designed from annotated
document collections. The study considers
both multilingual and monolingual scenar-
ios. From a collection of documents man-
ually tagged with categories, we train topic

(a) Before text processing. (b) After text processing.

Figure 2: bag-of-words size.
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models to create representation spaces where
texts are projected and compared to identify
similar documents. We divide the original
corpus into several datasets by grouping doc-
uments with similar length to measure how
text length influences the relations obtained.
A probabilistic topic model is trained for each
dataset, and is used to make inferences across
all datasets. In this way we evaluate the
performance of topic models to relate simi-
lar documents when the length of the texts
used in training and inferences vary (Fig.3).

3.1 Corpora

A multilingual corpora was created from the
English and the Spanish editions of the JRC-
Acquis (Steinberger et al., 2006) and DGT-
Acquis (Steinberger et al., 2014) datasets. It
contains 135.836 legislative texts of the Eu-
ropean Union (EU) from the 1950s to 2011.
The length of the texts is calculated using
white spaces and punctuation marks to dis-
tinguish terms. More advanced techniques
based on phrases or entities could have been
used, but we want to avoid the noise they
might introduce in their inferences. The me-
dian length of the texts, since Acquis is a
parallel corpus, is 152 terms for English texts
and 150 terms for Spanish texts with a high
variance from less than 7 terms in the short-
est texts to more than 1.300 terms in the
longest texts (Table 1). The distribution of
documents according to their number of to-
kens is shown in Figure 3.

Documents are annotated with the Eu-
roVoc taxonomy, which follows the Interna-
tional Standards for processing the documen-
tary information of the EU institutions ( ISO
2788-1986 and ISO 5964-1985). It is a multi-
lingual thesaurus with 7,193 concepts/labels
from 21 domain areas such as politics, inter-
national relations, law, economics, etc. In
our study we used the 452 root concepts iden-
tified in (Badenes-Olmedo, Redondo-Garćıa,

English Spanish
#Documents 67781 68055

#Terms

Median 152 150
Mean 204.13 203.54

Variance 36080.66 37074.97
Min 7 6
Max 1360 1411

Table 1: Multilingual corpora created from the
JRC and DGT Acquis datasets.

and Corcho, 2019b) to categorize documents.
In this way we ensure independence between
probabilistic topics when creating the mod-
els from these categories. This is a restric-
tion imposed by topic models as they are de-
scribed by density functions.

3.2 Text Pre-Processing and Topic
Model Training

Texts were pre-processed to remove common
stopwords and domain-specific ones based on
topic distributions. Rare terms with ex-
tremely low total document frequency were
also removed. Words were lemmatized and
transformed to lower-case. A lower and an
upper limit on the number of words were de-
fined to homogenize the size of bag-of-words.
These bounds are based on the interquartile
range (Fig. 2) and are commonly applied
in the state-of-the-art (Schofield, Magnusson,
and Mimno, 2017).

Topic models were created using the
Gibbs sampling implementation from li-
brAIry(Badenes-Olmedo, Redondo-Garćıa,
and Corcho, 2017a) system. By default it
only uses verbs, nouns, proper nouns and ad-
jectives to create the models. The Dirichlet
priors α = 0.1 and β = 0.01 were set follow-
ing the conclusions from (Hu et al., 2014).
Models with 50, 100, 300 and 500 topics were
considered to analyze their ability to cap-
ture the knowledge needed to accurately re-
late similar documents.

3.3 Experimental Scenarios

Our task consists in searching for related doc-
uments to a given text, using representations
based on different trained probabilistic top-
ics, and comparing this result with the set of
related documents, based on their overlap in
terms of Eurovoc categories (Figure 3). The
ability of probabilistic topics to capture the
inherent knowledge of the corpus and allow
documents to be related to each other from
their vector representations is evaluated by
comparing the relationships obtained by this
process with those obtained from the manual
labels they share.

Each document in the original corpus
is manually annotated with EuroVoc cate-
gories. The original set of categories was
reduced to 452 independently identified ar-
eas. Documents that share the same cate-
gories are considered to be semantically re-
lated and serve as a ground-truth to validate
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Figure 3: Preparation of experiments by creating topic models for each subset of the original corpus and
cross-validated with EuroVoc thesaurus.

the unsupervised approach based on proba-
bilistic topics.

Three evaluation scenarios were created,
each of them dividing the initial corpora into
subsets of the same size with texts of simi-
lar length. We have considered 3, 6 and 9
divisions of the original corpus in order to
have enough detail when analyzing the re-
sults. The higher the number of divisions,
the greater the detail but the lower the num-
ber of documents in each subset and this may
affect the quality of the trained topic model.
With these three scenarios we have an ade-
quate balance between detail and quality of
topic models.

Documents were pre-processed to filter
out verbs, proper names, nouns and adjec-
tives (i.e tokens) and to create bag-of-words
with them. The inter-quartile index (±1.5)
was taken into account to discard too short
or long texts ( see Table 2).

Data was divided into a sample subset
(5%) for testing and the rest (95%) was used
to train a topic model. The test set was de-
scribed by topic distributions based on the
trained model. State-of-the-art distance met-
rics were used to compare them and to obtain
the most similar ones. The top10 most simi-
lar documents are evaluated in terms of Mean
Average Precision (MAP) with the top10 ob-
tained when comparing them from the Eu-
roVoc labels. MAP allows evaluating on av-
erage how good the results of a query are by
taking the mean of all average precisions for
the first 10 results when comparing a list of
retrieved documents and the ground truth.

#Divisions Partition #Docs Median Mean

3
1 22,594 43 49.75
2 22,593 152 152.76
3 22,594 337 409.88

6

1 11,297 20 20.74
2 11,297 84 78.75
3 11,297 129 128.42
4 11,296 175 177.11
5 11,297 255 261.76
6 11,297 517 558.03

9

1 7,532 13 14.77
2 7,531 43 45.49
3 7,531 89 88.98
4 7,531 121 120.56
5 7,531 152 151.96
6 7,531 185 185.76
7 7,531 236 238.73
8 7,531 337 346.14
9 7,532 619 644.73

Table 2: tokens per partition and division.

4 Results

As expected, models trained with small doc-
uments perform worse than those with large
documents specially for the supervised splits
where groups had the same number of doc-
uments(see tables A.1 to A.6). The small-
est document group still had the worst per-
formance in the unsupervised split, but, due
to groups not having the same number of
documents, the biggest document group usu-
ally had the second worst P@k, specially for
larger texts.
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4.1 Categorization based on
Topics

A topic-based similarity to all documents in
corpus is calculated according to density and
hierarchy-based metrics (described in Section
2) for each test document.

Since several topic models have been cre-
ated for each dataset (with 50,100,300 and
500 topics), the precision results for each
model were averaged following the mean av-
erage precision (MAP) metric. Thus, results
reflect the capacity of each topic model to au-
tomatically capture the knowledge required
to relate documents from their texts. As
shown in Table 3, the use of probabilistic top-
ics to automatically relate documents offers
a performance with an accuracy above 0.8.
This performance is slightly higher for En-
glish texts than for Spanish texts. We sus-
pect that this is due to the difference in qual-
ity of the text processing tools for each lan-
guage (i.e. lemmatized, PoS, etc.).

Among the metrics used to relate docu-
ments, the JSD metric performs better than
the other density-based (e.g. Hellinger) and
hierarchy-based (e.g. WJL) measures. How-
ever, it seems that density-based metrics
perform worse than hierarchy-based metrics
when the number of topics is high. This
could be due to the fact that topics have dif-
ferent levels of specificity and density-based
metrics assume that all topics are equally de-
scriptive, since they all have the same weight
when measuring distance. The sum of dis-
tances of the less representative topics for
JSD is higher as the number of topics diverge
from its optimum number of topics (i.e be-
tween 100 and 300 topics in Table 3). How-
ever hierarchy-based metrics only take into
account the most relevant topics, and this
behavior not only makes them robust to di-
mensional changes in the models, but also

Acquis (MAP@10)
Lang Topics JSD HE WJL

Spanish

50 0.80060 0.79665 0.70583
100 0.82741 0.77930 0.75555
300 0.84261 0.58531 0.79036
500 0.81238 0.68482 0.79336

English

50 0.81421 0.80150 0.73367
100 0.85510 0.74060 0.80315
300 0.84005 0.52082 0.83277
500 0.78874 0.43636 0.84555

Table 3: Performance of density-based metrics.

Acquis-3 (MAP@10)
Training Set

1 2 3
es en es en es en

T
es

t
S
et

1
JSD 0.85 0.83 0.86 0.85 0.87 0.87
WJL 0.85 0.85 0.86 0.86 0.85 0.86

2
JSD 0.80 0.75 0.77 0.75 0.82 0.80
WJL 0.73 0.77 0.81 0.83 0.82 0.83

3
JSD 0.72 0.62 0.68 0.65 0.69 0.68
WJL 0.55 0.65 0.67 0.72 0.73 0.77

Table 4: MAP of density- and hierarchical-based
distances from a corpus divided into three sub-
sets.

seems to improve its accuracy for higher di-
mensions.

We can conclude that automatically gen-
erated annotations from topic models offer
a knowledge close to that offered by cate-
gories manually assigned from the EuroVoc
thesaurus in the Acquis legal corpus to relate
texts. In the case of large and heterogeneous
collections, i.e. with a high number of dif-
ferent topics, it would be more appropriate
to annotate documents by topic hierarchies
than using densities. In view of these results,
the knowledge offered by topics allows auto-
matically discovering what is being treated
in a collection of documents, and the knowl-
edge offered by its hierarchical representation
allows understanding why documents are re-
lated in a similar way as it would be done
with manually assigned labels.

4.2 Text Length Impact

To better understand how the length of the
texts used for training affects the creation of
probabilistic topics, we evaluated three dif-
ferent scenarios where the original corpus is
divided into subsets with similar text sizes.
In the first scenario we have created three
equal sets and compared the performance
using density-based metrics (i.e. JSD) and
hierarchy-based metrics (i.e. WJL) for a doc-
ument retrieval task. Table 4 shows the mean
average precision when using a training set
(columns) and a test set (rows) from among
the 3 subsets into which the initial corpus was
divided. The same experiment has been re-
peated in an analogous way for the scenarios
with 6 (Table 5) and 9 (Table 6) subsets. Our
aim is to analyze if there is any behavior that
is common in all of them.

Models created from texts, i.e. train-
ing set, with greater or equal length to the
texts used in the inferences, i.e. test set,
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Acquis-6 (MAP@10)
Training Set

1 2 3 4 5 6
es en es en es en es en es en es en

T
es

t
S
et

1
jsd 0.79 0.76 0.79 0.77 0.79 0.78 0.79 0.77 0.79 0.77 0.77 0.73
wjl 0.78 0.74 0.78 0.76 0.77 0.77 0.78 0.76 0.78 0.76 0.74 0.69

2
jsd 0.82 0.80 0.81 0.77 0.80 0.76 0.81 0.79 0.85 0.82 0.84 0.84
wjl 0.81 0.82 0.85 0.86 0.84 0.86 0.85 0.85 0.85 0.85 0.83 0.84

3
jsd 0.76 0.73 0.78 0.73 0.72 0.68 0.78 0.71 0.81 0.75 0.81 0.76
wjl 0.73 0.70 0.72 0.78 0.81 0.79 0.81 0.80 0.82 0.80 0.79 0.80

4
jsd 0.69 0.68 0.72 0.67 0.71 0.68 0.68 0.63 0.73 0.69 0.74 0.71
wjl 0.63 0.69 0.66 0.72 0.74 0.76 0.77 0.78 0.77 0.79 0.75 0.79

5
jsd 0.62 0.57 0.69 0.61 0.66 0.62 0.67 0.59 0.63 0.59 0.70 0.65
wjl 0.60 0.63 0.57 0.64 0.65 0.69 0.70 0.71 0.73 0.74 0.72 0.75

6
jsd 0.55 0.52 0.67 0.56 0.61 0.56 0.63 0.56 0.63 0.56 0.59 0.55
wjl 0.51 0.57 0.51 0.60 0.58 0.63 0.63 0.67 0.66 0.70 0.69 0.71

Table 5: MAP of density- and hierarchical-based distances from a corpus divided into six subsets.

offered better performance in document re-
trieval tasks regardless of the language used.
This behavior appears in the tables 4, 5 and
6 in the cells whose column is greater than
or equal to its row. This is evidenced by the
fact that those models performed better for
almost all sets. Although for some evalua-
tions of small documents models trained with
large texts didn’t yield the best performances
they were not significantly different from the
best models. For small documents both met-
rics performed similarly.

On the other hand, the performance
of WJL significantly outperformed JSD for
longer documents (i.e. higher columns). A
remarkable case is the table 6. The re-
sults for the evaluation of the 9th set (group
with biggest document) with the 9th model
(trained with the biggest document set) were
13% better in the English case and 21%
better, suggesting that, with enough text
data, PTM models produce small variations
in topic proportion vectors from which WJL
metric benefits.

4.3 Time Required for
Comparisons

The perception of efficiency on hierarchy-
based metrics to calculate distances in topic
models for large corpora was analyzed by
capturing the computational time (in sec-
onds) that each metric used to compare the
documents (Fig.4). For almost all number
of topics, hierarchical-based metrics are so
much faster than probabilistic ones. How-
ever, for small number of dimensions (i.e.

topics) the topic proportion vector is not
sparse enough to identify any relevant topics
from the uninformative ones, resulting in hi-
erarchies containing all topics for every doc-
ument. In other words, all documents share
at least one topic. Increasing the number of
topics alleviates this problem to the point of
archiving an almost constant time for more
than 35 topics. Although density-based met-
rics (e.g. JSD and HE) increased their com-
putational time linearly with the representa-
tion size, JSD calculation requires comput-
ing two logarithms for each dimension in the
document representation, which is way more
time consuming than the HE metric square-
roots. For the same reason, with a small
number of dimensions, pairwise comparison
is faster using the probabilistic metrics than
the hierarchical metrics.

Figure 4: Time required to perform information
retrieval tasks on a corpus of 100K documents
described with different number of topics.
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Acquis-9 (MAP@10)
Training Set

1 2 3 4 5 6 7 8 9
es en es en es en es en es en es en es en es en es en

T
es

t
S

et

1
jsd 0.88 0.85 0.87 0.87 0.88 0.88 0.88 0.8 0.89 0.89 0.88 0.88 0.89 0.89 0.89 0.88 0.88 0.82
wjl 0.89 0.79 0.89 0.82 0.87 0.86 0.88 0.86 0.89 0.87 0.88 0.87 0.89 0.87 0.89 0.87 0.87 0.77

2
jsd 0.70 0.66 0.70 0.63 0.71 0.64 0.69 0.63 0.71 0.66 0.72 0.68 0.73 0.70 0.74 0.73 0.71 0.71
wjl 0.64 0.59 0.69 0.69 0.69 0.70 0.71 0.68 0.69 0.69 0.71 0.69 0.71 0.70 0.72 0.71 0.67 0.68

3
jsd 0.83 0.82 0.86 0.80 0.80 0.75 0.81 0.75 0.83 0.77 0.83 0.79 0.85 0.81 0.86 0.81 0.84 0.82
wjl 0.80 0.78 0.84 0.83 0.87 0.86 0.88 0.86 0.88 0.85 0.87 0.85 0.86 0.85 0.87 0.84 0.84 0.83

4
jsd 0.74 0.72 0.77 0.70 0.72 0.67 0.65 0.63 0.69 0.63 0.73 0.66 0.76 0.70 0.78 0.72 0.77 0.73
wjl 0.68 0.67 0.73 0.73 0.76 0.77 0.78 0.80 0.79 0.78 0.80 0.79 0.80 0.79 0.80 0.77 0.77 0.76

5
jsd 0.68 0.68 0.73 0.67 0.70 0.66 0.68 0.64 0.62 0.59 0.69 0.62 0.71 0.67 0.73 0.67 0.74 0.70
wjl 0.60 0.65 0.64 0.72 0.67 0.73 0.72 0.76 0.75 0.77 0.77 0.78 0.73 0.78 0.75 0.77 0.74 0.77

6
jsd 0.61 0.61 0.68 0.59 0.64 0.58 0.63 0.59 0.63 0.56 0.57 0.54 0.65 0.59 0.68 0.60 0.68 0.62
wjl 0.53 0.58 0.61 0.65 0.60 0.65 0.67 0.70 0.69 0.71 0.69 0.73 0.71 0.73 0.71 0.74 0.69 0.71

7
jsd 0.53 0.57 0.62 0.52 0.59 0.53 0.56 0.54 0.58 0.52 0.57 0.52 0.52 0.50 0.59 0.53 0.63 0.55
wjl 0.47 0.55 0.53 0.63 0.52 0.64 0.58 0.66 0.62 0.66 0.65 0.69 0.65 0.70 0.66 0.71 0.63 0.68

8
jsd 0.52 0.48 0.60 0.47 0.59 0.48 0.56 0.47 0.56 0.47 0.57 0.48 0.58 0.47 0.53 0.45 0.60 0.50
wjl 0.47 0.49 0.53 0.56 0.47 0.56 0.55 0.57 0.56 0.59 0.61 0.62 0.62 0.63 0.64 0.66 0.64 0.66

9
jsd 0.54 0.48 0.62 0.47 0.62 0.50 0.58 0.49 0.59 0.48 0.59 0.49 0.60 0.51 0.60 0.50 0.54 0.45
wjl 0.51 0.48 0.55 0.55 0.54 0.57 0.59 0.59 0.61 0.59 0.64 0.62 0.63 0.65 0.66 0.65 0.67 0.67

Table 6: MAP of density- and hierarchical-based distances from a corpus divided into nine subsets.

5 Conclusions

In this paper we have studied the impact
that the length of texts has, since they de-
termine the space where words can co-occur,
to semantically relate documents described
in a probabilistic topic space. We have
also studied the ability of probabilistic top-
ics to automatically cluster related texts, and
the performance of density-based and topic
hierarchy-based distance measures. Multi-
ple document retrieval tests were performed
on a collection of legal documents, compar-
ing the results obtained by this unsupervised
approach, with the results obtained using
manual annotations. Representation meth-
ods based on probabilistic topics have proven
to be reasonably accurate in annotating se-
mantically related documents with the same
categories. State-of-the-art metrics based on
densities and hierarchical representations of
topics were evaluated to measure document
similarity. Regardless of the approach used,
the knowledge captured by word distribu-
tions (i.e topics) to automatically relate le-
gal texts has shown an accuracy close to 0.8
compared to relations based on EuroVoc cat-
egories.

The results guide us in the use of proba-
bilistic topic models to facilitate the explo-
ration of large collections of documents. The
knowledge inferred by these models to au-
tomatically group semantically related doc-
uments is highly sensitive to the texts used
in their training. Their ability to general-
ize such knowledge only seems to make sense
in one direction: with texts whose length is

equal to or longer than those used during
training. This allows us to conclude that,
for example, the knowledge extracted from
the topics inferred from a collection of tweets
(texts of no more than 260 characters), can-
not be extended to automatically classify, for
example, blog posts (more than 300 charac-
ters). If we assume that the complexity of
a text increases as its length increases, the
logic used to infer topics is unable to capture
more complex knowledge than was proposed
during training.

If we consider that the complexity of a text
is directly proportional to its length, proba-
bilistic models are not able to generalize the
knowledge they acquire during their train-
ing to process more complex texts. In other
words, the knowledge captured by probabilis-
tic topics to group semantically related docu-
ments can only be applied to texts of equal or
lesser length than those used during training.

In addition, the larger the corpus and the
more topics it contains (i.e. the more diverse
the content of its documents), the more ap-
propriate it is to use similarity metrics based
on hierarchical representations of the topics
(see Figures 5 and 6). The noise introduced
by the less present topics in a text is adverse
to density-based metrics. The relationships
suggested when manually annotating docu-
ments are therefore based on a small group
of labels. Under these conditions, PTM can
guide the corpus exploration by providing an
unsupervised method to thematically anno-
tate documents and potentially giving insight
of the relations between documents.
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Figure 5: Test comparisons in 6 partitions based on JSD.

Figure 6: Test comparisons in 6 partitions based on WJL.

There are still challenges and questions
that will have to be solved in future work,
namely finding the influence of the weights in
the hierarchical-based metric; analyzing the
complexity of texts beyond their lengths, tak-
ing into account the rhetoric of its discourse
to represent scientific texts (.e.g. using only
the paragraphs describing the approach or
the method to create the topic distributions);
And even observing their behaviour in differ-
ent languages.
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