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a cotutelle between the PRHLT Research Center of the Universitat Politècnica de
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1 Introduction

The present dissertation is part of the broad
panorama of studies of Natural Language
Processing (NLP). In particular, it is a work
of Computational Linguistics (CL) designed
to study in depth the contribution of syntax
in the field of sentiment analysis and, therefo-
re, to study texts extracted from social media
or, more generally, online content.

Furthermore, given the recent interest of

the scientific community in the Universal De-
pendencies1 (UD) project (De Marneffe et
al., 2021), which proposes an annotation for-
mat aimed at creating a “universal” repre-
sentation of the phenomena of morphology
and syntax in a manifold of languages, in this
work we made use of this format, thinking
of a study in a multilingual perspective (Ita-

1https://universaldependencies.org/.
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lian, English, French and Spanish). Althou-
gh the UD format was originally conceived
to be applied to texts that are more “stan-
dard” from the point of view of morphosyn-
tactic norms and punctuation, in more recent
years the same scheme has begun to be ap-
plied also to user-generated content (UGC),
i.e. texts extracted from social media, blogs,
forums and microblogging platforms, such as
Reddit, Twitter or Wikipedia pages. Inevi-
tably, the application of this annotation fra-
mework to such a peculiar textual genre, in
which the texts are accompanied by multi-
media elements such as links, photos and vi-
deos, emojis and non-standardized punctua-
tion, has opened up several problems in the
Universal Dependencies community, many of
which are still the subject of open and heated
debate today.

In this work we provide an exhaustive pre-
sentation of the morphosyntactic annotation
format of UD, in particular underlining the
most relevant issues regarding their applica-
tion to UGC. Two sub-areas of NLP will be
presented, and used as case studies, in order
to test the research hypotheses: the first case
study will be in the field of Irony Detection
(Van Hee, Lefever, and Hoste, 2018) and the
second in the area of Stance Detection (Mo-
hammad et al., 2016). In both cases, histo-
rical notes are provided that can serve as a
context for the reader, the problems faced are
introduced and the activities proposed in the
computational linguistics community are de-
scribed. Furthermore, particular attention is
paid to the resources currently available as
well as to those developed specifically for the
study of the aforementioned phenomena. Fi-
nally,through the discussion of a set of expe-
riments performed within or outside evalua-
tion campaigns, we describe how syntax can
contribute to the resolution of such tasks.

1.1 Motivation and Objectives

My main purpose is to explore the impact
of morpho-syntactic information in sentiment
analysis related tasks.

Firstly, for both irony and stance, I focu-
sed on the importance of the formulation of a
clear problem statement, and the subsequent
computational modeling of it. Secondly, I hi-
ghlighted my experience in the creation of an-
notated corpora for those problems, my con-
tribution to the organization of shared tasks
and the important lessons learned, in terms

of research understanding. Later on, I pro-
posed my first approaches to solve both tasks
from a shallow perspective, starting to explo-
re the most feasible way to represent morpho-
syntactic information, to extract it, and ex-
ploit it for classification purposes. I ended
this process by relying on the UD Depen-
dencies annotation format. Finally, after ha-
ving encountered a satisfactory combination
of features, I exploited the best sets of them
– some of which are encoded in UD format –
and I performed a handful of experiments in
a variety of settings.

In the whole thesis a multilingual scenario
is kept in mind, exploring four different lan-
guage settings: English, Spanish, French, and
Italian, for both irony detection and stance.
Furthermore, due to the availability of ben-
chmark datasets, regarding stance detection,
I also experiment on a fifth language, i.e.,
Catalan.

The research questions that I aimed
answering to are as follows:

RQ-1: Could features derived from morpho-
logy and syntax help to address the task of
irony detection?

RQ-2: To what extent does using resources
such as treebanks for training NLP models
improve the performance in irony detection?

RQ-3: Could features derived from morpho-
logy and syntax help to address the task of
stance detection?

RQ-4: To what extent does using resources
such as treebanks for training NLP models
improve the performance in stance detection?

2 Thesis Overview

This thesis consists in a reorganized collec-
tion of the most relevant investigations ex-
tracted from some research projects in which
I was involved during my Ph.D. studies.

A brief overview of the contents of the the-
sis is presented below, summarizing all the
work done and resuming the results obtained
in the framework of this three-year-long re-
search path. In Chapter 3, I also show some
unpublished results regarding stance detec-
tion with dependency syntax and neural net-
works. Lastly, I draw some conclusions and
discuss future work in the final chapter.
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Chapter 1 – Introduction: In this chap-
ter I introduced the reader to the main topics
that will be discussed in the thesis, starting
with a broad description of Natural Langua-
ge Processing and automatic text classifica-
tion, followed by an introduction on Univer-
sal Dependencies, morphology and syntax. I
also proposed a brief discussion on the issues
that can arise while applying the UD format
to social media data, mainly referring to the
following work: Sanguinetti et al. (2022).

Chapter 2 – Irony Detection: In the se-
cond chapter, which deals with the topic of
irony detection, I described several works re-
garding such topic. In particular, in Section
2.1.1, I mainly referred to Cignarella et al.
(2018) in order to describe described the or-
ganization of the IronITA 2018 shared ta-
sk. In Section 2.1.2, I described the creation
of the multilayered corpus TWITTIRÒ-UD,
annotated both of irony and morphology and
dependency syntax.

In Section 2.3, I finally described some
experiments performed in which I leveraged
morpho-syntactic information for irony de-
tection, mainly referring to what was done in
the participation of the IroSvA 2019 shared
task (Cignarella and Bosco, 2019; Cignarella
et al., 2020).

Chapter 3 – Stance Detection: In the
third chapter I dealt with the task of stance
detection. In Section 3.1.1, I described the
organization of the SardiStance shared task
at EVALITA 2020. In Section 3.2.1, I pre-
sented the work done in Lai, Cignarella, and
Hernandez Fariás (2017), for describing the
participation in the StanceCat 2017 shared
task at IberEval 2017. In Section 3.3, I de-
scribed my participation in RumorEval 2019
where I first applied a syntax-based approach
to the task of stance detection.

In Section 3.3.2, I presented a completely
new research, specifically done for the PhD
thesis, where I introduced a BERT-based ap-
proach leveraging morphosyntactic informa-
tion for the automatic detection of stance in
different languages.

Chapter 4 – The Interaction of Irony
and Stance: In the fourth chapter I pro-
posed a new part of my research, in which I
explored the interaction between irony and
stance, through the analysis of the Sardi-
Stance dataset, which has been annotated
accordingly to both phenomena.

Chapter 5 – Conclusions and Future
Work – In the last chapter, I finally summa-
rized all the important lessons learned and I
proposed new research directions for future
work.

3 Conclusions

This thesis collocates within the growing
trend of studies devoted to make Artifi-
cial Intelligence results more explainable,
going beyond the achievement of highest
scores in performing tasks, but rather ma-
king their motivations understandable and
comprehensible for experts in the domain.

The novel contribution of this work main-
ly consists in the exploitation of features
that are based on morphology and dependen-
cy syntax, which were used in order to crea-
te vectorial representations of social media
texts in various languages and for two diffe-
rent tasks. Such features have then been pai-
red with a manifold of machine learning clas-
sifiers, with some neural networks and also
with the language model BERT.

Results suggest that fine-grained
dependency-based syntactic information
is more informative for the detection of
irony, and less informative for what concerns
stance detection. Nonetheless, dependency
syntax might still prove useful in the task
of stance detection if, firstly, irony detection
is considered as a pre-processing step. I
also believe that the approach based on
dependency syntax that I proposed could
help in understanding and explaining a such
a complex phenomenon like irony.

In fact, the several studies presented he-
re allowed to investigate whether syntactic
structures, independently from the target
language, may provide information useful to
understand whether a message is ironic or
not.

Although it has been duly noted that syn-
tax does not seem to be particularly infor-
mative regarding directly the task of stance
detection (the second case study, presented in
Chapter 3). On the other hand, also suppor-
ted by some previous linguistic studies, syn-
tax seems to play an important role in the
detection of irony. Therefore, a new specu-
lation that comes to mind, is that it could
be more useful to perform a “cascade task”.
Meaning that, firstly it might be useful to
predict irony, with the help of morphosyntac-
tic cues (step 1), and only then (as step 2),
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proceeding in the detection of stance. In ge-
neral, my assumption, is that predicting iro-
ny could be the first step in numerous other
tasks, even shallow sentiment analysis, or the
identification of fake news.

This outcome is something that should
not be ignored, but obviously carrying out
supervised studies in this sense would also
mean dedicating a great effort and consuming
much time in the creation of annotated data-
sets (that ought to be annotated on various
layers, for different dimensions and phenome-
na). In fact, to further study this line of in-
vestigation, in Chapter 4, I proposed a shal-
low analysis of the Italian dataset regarding
the Sardines Movement, which is only a small
and limited beginning, but it is also certainly
opening a new research perspective.

My work has certainly many limitations.
Firstly, I needed to deal with the scarcity of
data annotated in some adequate way and
with the reduced size of the few datasets that
are indeed available or those I helped to deve-
lop. Furthermore, this kind of investigation,
mostly based on morphosyntactic cues that
are applied to NLP tasks, is a rather new
one. In fact, there are very few studies going
towards this direction up to these days.

By having looked at some of the results
obtained in the wide variety of experiments
performed in this thesis, it is fundamental to
stress that we did not solely want to appre-
ciate the outcomes in terms of numerical per-
formances, but rather being more focused in
the more profound linguistic reasons behind
them. And the same is valid also for why so-
metimes results are poorer and why features
do not make improvements on a certain task.

I am positive that if we manage to un-
derstand what is the linguistic knowledge a
certain approach, or a group of features, le-
verages when it produces good (or poor) re-
sults, among many possible approaches, it
could allow us to make more mature choi-
ces for following work. Indeed, the future of
NLP research needs to go towards approa-
ches that better integrate different types of
knowledge (such as syntactic knowledge, for
once) and that manage to be more versati-
le for certain types of data and in different
application contexts.
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