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1 Introduction

Information Access is a research area which
involves many tasks such as Text Mining, In-
formation Retrieval or Text Categorization.
In all these tasks, document representation
is a key step. Document features can be bi-
nary, such as word occurrence, named enti-
ties, links, or any kind of linguistic structure.
Other features are defined in a continuous
range, such as time stamp, topicality, sen-
timent polarity, etc.

We can highlight three main issues in doc-
ument representation. First, features have a
certain importance in the information access
process. For instance, the word “Obama”
has more weight than “said” when manag-

ing news. The second issue is the analysis of
feature dependencies. For instance, expected
words do not provide new information. In the
news domain, “Obama” does not contribute
substantially to the information provided by
“Barak Obama”, given that “Obama” is in-
formative enough in this context. The third
issue is feature scaling. For instance, time
stamps and word occurrences are completely
different scales.

These three issues are tackled in a dif-
ferent way depending on whether we are in
a supervised or unsupervised scenario. In
the first case, manually annotated output
samples are available and features can be
weighted, reduced or projected on the basis
of their predictive power. In other words, the
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training process adapts the learned model to
the statistical dependencies and scale prop-
erties of features. For instance, a super-
vised classifier learns that “Obama” is more
relevant than “said” when classifying news
by topic. It can also infer that “Barak”
does not provide additional evidence regard-
ing “Obama”, and also that news published
less than 72 hours ago are more relevant for
readers. Although in some contexts super-
vised approaches have shown to be highly
effective, their drawbacks have been widely
discussed in the literature, such as overfit-
ting, domain dependency, data bias, annota-
tion cost, etc. Another important drawback
is that supervised learning does not provide
mechanisms to manage information pieces,
e.g., aggregation or comparison operators.

On the other hand, in the absence of hu-
man annotated data, the weight, dependence
or scale of features is determined according to
their distribution in a document collection.
Typically, unexpected features have more
presence in the representation than expected
feature values. For instance, the word-feature
“Obama” has more weight in the representa-
tion than frequent common words. The fea-
ture dependency can be also inferred from
coocurrence. For instance, “Barak” and
“Obama” are two word features which tends
to appear together. As discussed in the first
chapters of the thesis, the unexpectedness
and coocurrence of features is the basis of the
popular tf.idf feature weighting, stopwords
removal or word sequence perplexity in lan-
guage models. However, this paradigm is not
compatible with the management of contin-
uous feature values. The reason is that esti-
mating expectedness in terms of occurrence
requires some kind of value discretization.
That is, we can estimate the probability of
a word, n-gram, tag, etc. However, the like-
lihood of values in continuous features, for
instance time stamp, depends on the granu-
larity in which time is discretized (i.e. days,
minutes, etc.). As far as we know, there are
not standard criteria to quantify the likeli-
hood of continuous feature values in the con-
text of document representation for Informa-
tion Access.

In order to overcome this challenge, this
thesis presents the Observational Representa-
tion Framework (ORF). This approach inte-
grates properties from representation frame-
works based on feature set, vector spaces and

information theory. Just like vector spaces
representations, it captures continuous val-
ues. Just like feature set based representa-
tions, it allows apply operators such as in-
clusion or union, and just like information
theory based representations and weighting
functions, ORF weights features in terms of
their likelihood.

ORF has relevant implications in different
lines. In this thesis we delved into three of
them. First, it provides a common theoreti-
cal framework to analyse, compare and gener-
alise document similarity functions which are
based on different representation schemes.
Second, it allows to integrate intrinsic and ex-
trinsic document features in the same repre-
sentation. Intrinsic features includes words,
n-grams, etc. Extrinsic features can be the
output of a clustering process or category
membership values generated by classifica-
tion systems. And third, it provides us a the-
oretical foundation and mechanism for rank-
ing fusion.

2 General outline of the
dissertation

This thesis is organized in eight chapters. A
brief summary of the content of each chapter
is provided below.

Chapter 1 It provides a motivation for
the formalization of document representation
as a task of information access and estab-
lishes the contributions of this thesis.

Chapter 2 We review the main repre-
sentation approaches in unsupervised tasks.
We highlight their strengths ans weaknesses,
analysing their ability to capture: (i) speci-
ficity, which establishes that the less com-
mon aspects of the information pieces should
have greater relevance, since they are the fea-
tures that distinguish them from the rest of
the information pieces, (ii) diversity, which
establishes the existence of relationships be-
tween the different features of the informa-
tion pieces; the elimination of redundancies
facilitates the study of these relationships
and (iii) quantitativity, which establishes the
need to capture binary and quantitative char-
acteristics.

Chapter 3 Our representation frame-
work ORF is presented (Giner, Amigó, and
Verdejo, 2020; Giner and Amigó, 2016). It
deals to an extension of the traditional Shan-
non’s notion of information content, the one
we have called Observational Information
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Quantity (OIQ). This extension is able to
manage continuous feature values. ORF not
only fulfils the three properties highlighted
in the previous chapter (specificity, depen-
dence and quantitivity), but also verifies oth-
ers, such as monotonicity with respect to val-
ues and features, as well as monotonicity with
respect to union and the combination of in-
verse features. It is also able to generalize the
most used representation models.

Chapter 4 We present a revision of the
similarity axiomatic between pieces of in-
formation, such as distances in a metric
space, Tversky’s feature-based similarity, etc.
Based on the hypothesis that there is a uni-
versal set of similarity principles that must be
observed with respect to the space of features
and the representations of pieces of informa-
tion, we define a set of restrictions: iden-
tity, identity specificity, unexpectedness and
dependency. These restrictions can be sum-
marized in a single axiom: similarity infor-
mation monotonocity (SIM), which consid-
ers pointwise mutual information (PMI) and
conditional probability as two complemen-
tary aspects (Amigó et al., 2020; Amigó et
al., 2017a).

Chapter 5 In this chapter, similarity
functions are classified according to their rep-
resentation paradigm. Based on ORF, we
propose a similarity measure called informa-
tion contrast model (ICM) (Amigó et al.,
2011). ICM generalizes both the Pointwise
Mutual information and the set-based models
considering additions and joints of informa-
tion quantities. We also present a study case
on sentence similarities based on statistics in
a popular image description corpus.

Chapter 6 We focus on the reputation-
monitoring scenario, in which social media
messages are analysed to identify conversa-
tions or events that can affect the reputation
of a company or brand. The proposed ORF
model is compared with different representa-
tion frameworks, using as baseline common
schemes, such as bag of words and tf.idf. In
order to measure the proximity between in-
formation pieces, similarity measures com-
mon in the literature are used (pointwise
mutual information, Jaccard and Lin’s dis-
tances), in addition to the similarity mea-
sure proposed in this work: ICM. Our ex-
periments confirm the hypothesis that adding
heterogeneous features under the same ORF-
based weighting criterion increases progres-

sively the similarity estimation performance,
even when features include both discrete and
continuous values and have different scale
properties. Finally, a small study is carried
out to improve the performance of the ap-
proaches through the parameterization of the
proposed model (Giner, Amigó, and Verdejo,
2020).

Chapter 7 Based on experimental re-
sults, we highlight a set of desirable proper-
ties that any ranking fusion procedure should
satisfy. We then analyse whether the main
ranking fusion methods, such as averaging,
Borda’s rule, the family of Condorcet’s meth-
ods, etc, satisfy them. Then, we observe that
the ORF model presented in this work can
be adapted as a ranking fusion method (as-
suming item scores as features). In addition,
ORF satisfies all the desired properties, and
moreover, we see under which conditions the
ranking fusion algorithms approximate OIQ.
Finally, we also present the performance of
the ranking fusion methods in the experimen-
tal part (Amigó et al., 2017b; Amigó et al.,
2018).

Chapter 8 A summary of each chapter
can be seen, and some conclusions are drawn.

In addition, the thesis contains an ap-
pendix with the formal demonstrations of the
statements established in previous chapters.

3 Contributions

The first contribution in this thesis is an in-
depth study of the benefits and limitations
of existing representation models. In particu-
lar, we analyse their ability to capture feature
specificity, diversity and quantitativity (dis-
crete vs. continuous feature values). After
formalising a number of desirable properties,
we observe that none of the families of doc-
ument representation frameworks (e.g. set-
based, metric spaces, language models, etc.)
complies with all constraints.

On the basis of this analysis, the second
and main contribution in this thesis is the
definition of the Observational Representa-
tion Framework (ORF), which extends the
traditional Shannon’s notion of Information
Content (−log(P (x))) to the management of
continuous feature values. This is called the
Observational Information Quantity (OIQ)
and is grounded on feature fuzzy sets and in-
clusion relationships between document ob-
servation outcomes in a document collection.
We study in a comprehensive way the for-
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mal properties of ORF and OIQ as well as
their generalization power regarding tradi-
tional representation approaches.

The third contribution is the analysis of
similarity functions and their foundations
(i.e. cosine, euclidean, feature overlap, etc.).
We will see, through the study of counterex-
amples and evidence provided in the litera-
ture, that euclidean axioms, as well as set-
based axioms (Tversky’s model) do not cap-
ture similarity properly in the context of in-
formation access systems. On the basis of
ORF, we review the axiomatic in which tradi-
tional similarity functions are based. Again,
our analysis shows that different families
of similarity functions comply with differ-
ent constraints. Based on this analysis, we
present a general and parametrisable simi-
larity function called Information Contrast
Model (ICM). ICM, besides satisfying de-
sirable formal constraints, it generalises tra-
ditional functions such as PMI, conditional
probability, euclidean distance or Tversky’s
Linear Contrast Model.

The fourth contribution is related with
the capability of ORF to aggregate heteroge-
nous features in a document representation.
For this, we develop a study case: clus-
tering of tweets in the context of on-line
reputation management. We prove empiri-
cally that the model integrates effectively dis-
crete features (words) with continuous fea-
ture values. In our study case, continuous
values are the proximity to pre-annotated
categories of tweets and previously generated
clusters. The results show that adding het-
erogeneous features increases the similarity
predictive power between tweet representa-
tions. In this sense, ORF allows us to in-
tegrate explicit features (i.e. words) with
features extracted from supervised processes
(class membership).

Finally, the fifth contribution is a study of
the foundations of unsupervised fusion rank-
ing fusion on the basis of OIQ and ORF. The
application of our framework in ranking fu-
sion is developed on the basis that rank scores
can be interpreted as quantitative document
features. We verify that the Observational
Information Quantity (OIQ) generalises tra-
ditional ranking fusion algorithms and ex-
plains the effectiveness of existing approaches
under different situations. We study empiri-
cally these phenomena on six different rank-
ing fusion scenarios.
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Amigó, E., F. Giner, S. Mizzaro, and
D. Spina. 2018. A formal account of effec-
tiveness evaluation and ranking fusion. In
Proceedings of the 2018 ACM SIGIR In-
ternational Conference on Theory of In-
formation Retrieval, pages 123–130.
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