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Abstract: Paraphrase detection is an important unresolved task in natural lan-
guage processing; especially in the Spanish language. In order to address this issue,
and contribute to the creation of high-performance paraphrase detection automated
systems, we propose a shared task called PAR-MEX. For this task, we created a
corpus, in Spanish, with topics in the domain of Mexican gastronomy. Afterwards,
the participants in this task submitted their classification results on our corpus. In
this paper we explain the steps followed for the creation of the corpus, we summa-
rize the results obtained by the various participants, and propose some conclusions
regarding the paraphrase-detection task in Spanish.
Keywords: PAR-MEX, paraphrase detection, Iberlef.

Resumen: La detección de paráfrasis es una tarea importante no resuelta en proce-
samiento del lenguaje natural; especialmente en la lengua española. Para atacar
este problema, y para contribuir a la creación de sistemas de detección automática
que obtengan resultados competitivos, proponemos la tarea compartida llamada
PAR-MEX. Para esto, creamos un corpus en español con temas dentro del campo
semántico de gastronomı́a mexicana. Después los participantes en esta tarea en-
viaron los resultados de sus sistemas de clasificación sobre nuestro corpus. En este
paper explicamos los pasos seguidos para la creación del corpus, resumimos los resul-
tados obtenidos por los participantes, y proponemos algunas conclusiones al respecto
de la detección de paráfrasis en español.
Palabras clave: PAR-MEX, detección paráfrasis, Iberlef.

1 Introduction

Two texts, or two sentences, are paraphrase
when they are semantically equivalent, re-
gardless of the cause that led to that equiv-
alence (Das and Smith, 2009). Detecting
paraphrased text is a task that has aroused
the interest of the Natural Language Process-
ing (NLP) community, due to the fact that
it has multiple applications, such as plagia-
rism detection, question-answering and ma-
chine translation (Kong et al., 2020).

Paraphrase construction includes different
mechanisms, such as lexical changes through
synonymy, sentence rearrangement, breaking

of a sentence into several parts, and joining
more than one phrase into another. There-
fore, addressing the problem of paraphrase
detection requires an analysis that encom-
passes different levels, both lexical and se-
mantic, as well as syntactic.

To deal with the problem of paraphrase
detection using supervised machine learn-
ing methods, researchers use data sets that
typically include pairs of sentences that are
identified as paraphrase or non-paraphrase.
There are various ways of elaborating or com-
piling these corpora: news collections, pla-
giarism pairs, manual creation, relational ac-
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Topic of the document No. of lines
sushi 28
molecular cuisine 21
tequila 25
kebab 25
day of the dead 25
vegan food 25
street food 25

Table 1: Topic and number of lines in each
of the seven original documents.

quisition, back-translation, multiple transla-
tions.

The PARMEX task has been organized
for the first time at IberLeF 2022 (Montes-
y-Gómez et al., 2002), a shared evaluation
campaign for NLP systems in Spanish and
other iberian languages, which is part of the
SEPLN congress. The task is based on the
Gastronomy Corpus, elaborated by the Lan-
guage Engineering Group, which is divided
into seven sub-corpora that deal with dif-
ferent topics related to cuisine, preferably,
but not exclusively, Mexican. The corpus
has been manually compiled in Mexico and,
therefore, contains some terms and expres-
sions specific to the Mexican variant of Span-
ish.

The rest of their paper is organised as
follows. Section 2 presents the evaluation
framework used at PARMEX 2022. Section
3 shows an overview of different approaches
taken to tackle the problem. Section 4 re-
ports and analyses the results obtained by
the teams that have participated. Finally,
Section 5 presents our conclusions from this
shared task.

2 PARMEX 2022 Corpus and
evaluation framework

For the PAR-MEX at Iberlef 2022 task, we
created a corpus comprised of sentence pairs
in Mexican Spanish. For the creation of the
sentence pairs, first we produced seven orig-
inal texts with gastronomical topics. Each
one of these seven texts had a variable num-
ber of lines. On Table 1 the exact number of
lines and topics per document are shown.

The second step in the creation of the cor-
pus was the generation of the paraphrased
documents. These new documents were cre-
ated by humans who were tasked with writing
one document with identical semantic con-
tent and same number of lines as in the orig-

Topic
No. of

paraphrased
documents

sushi 7
molecular cuisine 31
tequila 7
kebab 7
day of the dead 8
vegan food 6
street food 6∑

72

Table 2: Topics of the original seven docu-
ments, and their respective number of para-
phrased documents.

inal document. For example, for the docu-
ment sushi.txt, an original document with
28 lines, seven paraphrased documents were
created. The 28 lines in each one of these
seven paraphrased documents contained the
exact same meaning as the 28 lines in the
original document.

The process described above was repeated
for every one of the seven original documents.
Then, we generated a total of 72 paraphrased
documents. The exact numbers can be seen
on Table 2.

The next step in the elaboration of the
task’s corpus was the creation of the sentence
pairs, and their respective labels. For this, we
paired each line in every original document
with each line in every paraphrased docu-
ment. If the sentence pair was made up of
a line in an original document with an index
of i, and one line in a paraphrased document
with an index i, then it would be labeled as
“paraphrase”. In the opposite case, the one
in which a sentence in the original document
with index i was matched with a sentence
from another document but with an index of
j (given that i ̸= j), then that sentence pair
would be labeled as “not paraphrase”. It is
important to mention that even if the index
of an original document and the index of a
paraphrased document were equal, it was also
verified that the line from the paraphrased
document belonged to the same topic as the
line from the original document. For exam-
ple, if line i from document vegan food.txt
was paired with line i from a paraphrased
document related to tequila.txt, this pair
would not be labeled as paraphrase since
their semantic contents would differ due to
their topics even though their indices were
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Topic
No. of

high-level
sentence-pairs

sushi 41
molecular cuisine 214
tequila 84
kebab 63
day of the dead 75
vegan food 42
street food 51∑

750

Table 3: Number of high-level paraphrase
pairs per original document.

the same. Therefore, in order to obtain the
paraphrase sentence-pairs, the topic and the
indices were compared.

The final step in the creation of the cor-
pus was the addition of the high-level para-
phrase pairs. For this, we requested hu-
mans to write several original documents
with high-level paraphrase. During this step,
we did not ask them to write paraphrased
documents with the same number of lines
as the original documents. Once created
these novel documents with high-level para-
phrases, we extracted some lines and paired
them with the sentences in the original doc-
uments. This process generated less para-
phrase pairs than the initial step with low-
level paraphrases, and the exact number of
high-level paraphrase-pairs can be observed
in Table 3.

After the pairing of the sentences, and
the creation of their respective labels, a to-
tal of 10,298 sentence-pairs were obtained.
From this set, 1,844 sentence-pairs were la-
beled as paraphrase, while the remaining
8,454 sentence-pairs were labeled as non-
paraphrase. This represented an approx-
imate of 20% of sentence-pairs labeled as
paraphrase, with the remaining 80% labeled
as not paraphrase. From this set, we created
the training, validation and test partitions.
The distribution of these sets is shown on Ta-
ble 4.

3 Overview of the Submitted
Approaches

In this edition, six teams submitted one or
more solutions to the task through the co-
dalab platform1. CodaLab Competitions is

1https://codalab.lisn.upsaclay.fr/competitions/2345

Partition
Total

sentence-
pairs

Paraphrase
sentence-

pairs
Training 7,382 1,282
Validation 97 20
Test 2,819 542
Total 10,298 1,844

Table 4: Number and distribution of
sentence-pairs in the training, validation and
evaluation sets.

a robust open-source framework for running
competitions that involve results or code sub-
mission. The evaluation methodology of a
competition in this platform consists of re-
ceiving as input the predictive outputs of sys-
tems. It returns a performance evaluation
based on the metrics defined for each task.

This section presents a summary of the
submitted systems in terms of preprocess-
ing, feature extraction, and classification al-
gorithms. In Table 5 we indicate the gen-
eral approach used by each team. It can be
appreciated that participants used two gen-
eral approaches: transformers and traditional
ML. Following this, we briefly describe each
of the participants methods.

Approach N
L
P
-C

IC
-T
A
G
E

T
ü
-P
ar

T
h
an

g
C
IC

A
b
u

F
R
S
C
IC

U
C
3
M
-D

E
E
P
N
L
P

Transformers X X X
Traditional ML X X X

Table 5: General approach of each partici-
pating team.

• Using Transformers on Noisy vs. Clean
Data for Paraphrase Identification in
Mexican Spanish (Tamayo, Burgos, and
Gelbukh, 2022)

– Team name: NLP-CIC-TAGE

– Summary: The participants pre-
sented a transfer learning approach
using transformers to tackle para-
phrase identification on noisy vs.
clean data in Spanish. They used
BERTIN, a pre-trained model on
the Spanish portion of a massive
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multilingual web corpus. The fine-
tuning and parameter tunning of
BERTIN was performed on noisy
data and used to identify para-
phrase on clean data.

• PAR-MEX Shared Task Submission De-
scription: Identifying Spanish Para-
phrases Using Pretrained Models and
Translations (Girrbach, 2022)

– Team name: Tü-Par

– Summary: The participants pro-
posed an approach based on a clas-
sical machine learning pipeline con-
sisting of feature extraction, super-
vised learning, and evaluation. The
feature extraction consists in encod-
ing Spanish sentences (or their En-
glish translations) by a pretrained
sentence encoder, then concatenat-
ing the sentence embeddings or rep-
resenting the sentences by a sim-
ilarity score. Different classifiers
were used depending on the feature
type—a logistic regression model
and a random forest model on the
similarity features, and multi-layer
perceptrons on the sentence embed-
dings features.

• GAN-BERT, an Adversarial Learning
Architecture for Paraphrase Identifica-
tion (Ta et al., 2022)

– Team name: Thang CIC

– Summary: The participants used
text embeddings from pre-trained
transformer models for training by
GAN-BERT, adversarial learning.
They modified noises for the gen-
erator, which have a random rate
and the exact size of the hidden
layer of transformers. They also in-
cluded a rule of thumb based on
the pair similarity to remove possi-
ble wrong sentence pairs in positive
examples and additional unlabelled
data in the same domain to improve
the model performance.

• Paraphrase Identification: Lightweight
effective methods based features from

pre-trained models (Rahman et al.,
2022)

– Team name: Abu

– Summary: The participants intro-
duced two lightweight methods: lin-
ear regression and multilayer per-
ceptron, trained on six features:
the difference in sentences’ length,
common lemmas between 2 sen-
tences, sentences’ similarity, etc.
After performing Component Anal-
ysis (PCA) to reduce the dimen-
sion, they filter noises in the posi-
tive examples by introducing a rule
of thumb on the pair similarity.

• Mexican Spanish Paraphrase Identifica-
tion using Data Augmentation (Meque
et al., 2022)

– Team name: FRSCIC

– Summary: The participants per-
formed a data augmentation step
on the training set using transla-
tion. The text vectorization process
consisted of sentence transformers,
spaCy vectors, traditional word n-
grams, and bi-tri syntactic n-grams
using TF-IDF. They proposed a
similarity vector using three differ-
ent similarity algorithms for the fi-
nal representation: Jaccard, Cosine,
and spaCy. For the classification
step, they used a soft-voting ensem-
ble model with three estimators.

• UC3M at PAR-MEX@IberLef 2022:
From Cosine Distance to Transformer
Models for Paraphrase Identification
in Mexican Spanish (Brando-Le-Bihan,
Karbushev, and Segura-Bedmar, 2022)

– Team name: UC3M-
DEEPNLP

– Summary: The participants eval-
uated a baseline method based
on the cosine similarity of two
text pairs representation: TF-
IDF model on bag-of-words and
word embedding models provided
by spaCy. For the final submission,
they used the “bert-base-cased-
finetuned-mrpc” model, which is
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fine-tuned for paraphrase detection
by using the MRPC corpus. They
also proposed strategies such as
class balancing or data augmenta-
tion to improve the generalization
capability. However, they did not
present these strategies in the final
submission.

4 Experimental Evaluation and
Analysis of the Results

This section reviews the results obtained
by the participants of PAR-MEX at Iber-
lef 2022: Paraphrase Detection in Spanish
Shared Task. For this purpose, we analyse
and compare the submitted solutions’ per-
formance on the test partition. We used the
F1-score metric on the paraphrase (P) as the
primary performance measure and to rank
all the participants. We launched a Codalab
competition to manage the shared task stages
and compute the performance metric for all
submissions.

We propose a transformers-based ap-
proach as a baseline. It consists of the
Bidirectional Encoder Representation from
Transformer (BERT) model (Devlin et al.,
2019). We use the base model for our base-
line, consisting of twelve Transformer blocks
and the pre-trained model BETO (Cañete et
al., 2020), a BERT model trained on an enor-
mous Spanish corpus. We use four epochs
and the Adam optimizer for the fine-tuning
stage with a learning rate of 2e-5. We use
the HuggingFace implementation (Wolf et al.,
2020) for Tensorflow (Abadi et al., 2015). In
order to have comparable results with the
participant submissions, we report the best
result in five runs using different random
seeds.

Table 6 summarises the results obtained
by each team and our baseline in the PAR-
MEX shared task. We report the F1 score in
both Paraphrase and Non-paraphrase classes,
the macro F1 score, and the accuracy. In
this edition of the PAR-MEX shared task, the
approach submitted by the NLP-CIC-TAGE
team outperformed all the other approaches
and the baseline. The NLP-CIC-TAGE team
used an approach based on a transformer
architecture; they fine-tuned the RoBERTa
model pre-trained in a Spanish corpus. In
contrast, the second-best approach proposed

by the Tü-Par team used a Random For-
est classifier using similarity-based features.
These results show that classic approaches
are still competitive for this task compared
to deep learning.

We use the Maximum Possible Accu-
racy (MPA) and Coincident Failure Diversity
(CFD) metrics (Tang, Suganthan, and Yao,
2006) to analyse the complementariness and
the diversity of the predictions of the sub-
mitted approaches. The MPA is analogous
to accuracy, defined as the correct classified
instances divided into the total number of in-
stances. To consider an instance correctly
classified, at least one of the teams needs
to assign the correct label to it. Using the
MPA metric, we can detect the misclassified
instances by all teams. The CFD metric has
a minimum value of 0 when all classifiers are
always correct or when all classifiers are ei-
ther correct or wrong. On the other hand, it
has a maximum value of 1 when at most one
classifier will fail on any randomly chosen in-
stance (Kuncheva and Whitaker, 2003). The
CFD is defined in equation 1.

CFD =


0, p0 = 1.0;

1
1−p0

∑L
i=1

L−i
L−1pi p0 < 1

(1)
Table 7 shows the results of these met-

rics by grouping the proposed approaches
based on their similar features. We cre-
ate four groups: all teams, all teams who
send their paper, Transformers-based ap-
proaches, traditional-machine-learning-based
approaches. All of the groups men-
tioned above have at least two mem-
bers. All participants sent their papers
but one. Transformers-based approaches in-
clude the following teams: NLP-CIC-TAGE,
Thang CIC, and UC3M-DEEPNLP. Tü-Par,
FRSCIC, and ThangCIC conform traditional
machine learning based approaches group.

In terms of the general approach, tradi-
tional machine learning performs better in
terms of MPA than Transformers-based solu-
tions. The above suggests that the different
features used to train these machine learn-
ing models complement each other. In the
same way, the combination of transformers
and machine learning approaches obtain the
highest MPA performance and have an av-
erage increment of 0.66% compared to those
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Team F1-score (P) F1-score (NP) Accuracy Macro F1-score
NLP-CIC-TAGE 0.9424 0.9869 0.9787 0.9647

Tü-Par 0.9373 0.9853 0.9762 0.9613
Thang CIC 0.9022 0.9775 0.9635 0.9399

Abu 0.8867 0.9751 0.9592 0.9309
FRSCIC 0.8754 0.9730 0.9557 0.9242

UC3M-DEEPNLP 0.8450 0.9679 0.9468 0.9065
temu bsc 0.8441 0.9567 0.9322 0.9004
baseline 0.834936 0.953075 0.926924 0.894006

Table 6: Result summary for the PAR-MEX shared task on the test set.

Approach
Best

accuracy
MPA CFD

Number
of systems

All teams 0.9787 0.9936 0.0408 7
all teams (with submission) 0.9787 0.9915 0.0341 6

Transformers 0.9787 0.9847 0.0331 3
Traditional ML 0.9762 0.9883 0.0373 3

Table 7: MPA and CFD comparison results among the different proposed approaches.

individual approaches. Finally, the values for
the CFD score are comparable among all ap-
proaches, which means that their predictions
are complementary to an extent; this leads us
to conclude that traditional and transformer-
based approaches learn different information
from text pairs.

Table 8 shows the results of the F1 score
for the paraphrase class divided by topic in
the test set. The kebab category achieved the
highest performance with an average F1 score
of 0.9483; on the other hand, the sushi topic
had the worst performance with an average
F1 score of 0.7659. The NLP-CIC-TAGE
team obtained the best performance in two
of the seven topics. In contrast, the Tü-Par
team obtained the best performance in four
topics, including the sushi, which is the hard-
est. Nevertheless, the difference was in the
food truck topic. The NLP-CIC-TAGE ob-
tained a 0.9153 F1 score, while the Tü-Par
team obtained 0.8673. For this result, the
NLP-CIC-TAGE achieved first place in the
PAR-MEX shared task.

Tables 9 and 10 show the performance of
each team by topic and low-level paraphrase
and high-level paraphrase, respectively. In
order to compute these metrics, we filtered
the paraphrase examples and kept the non-
paraphrase examples unchanged. Only day of
the dead, vegan food, and food truck topics
have examples of high-level paraphrase. Re-
garding high-level paraphrase, the food truck
topic obtains the highest performance while

the sushi topic obtains the lowest; however,
the sushi topic only has one example of this
type of paraphrase. When comparing high-
level and low-level paraphrase performance,
only the food truck topic performs better on
high-level paraphrase than on low-level para-
phrase. These results suggest that, in gen-
eral, detecting high-level paraphrase exam-
ples is more challenging for the proposed ap-
proaches. The most substantial difference is
in the vegan food topic; the average result in
high-level paraphrases is 0.6509, while in low-
level paraphrases is 0.9095, which means a
0.2586 between both levels. This topic has 41
high-level paraphrase examples and 36 low-
level paraphrase examples; because the ex-
amples of this topic are nearly balanced, we
can conclude that the performance difference
is due to the difficulty of identifying high-
level paraphrase features.

In terms of proposed approaches,
Transformers-based models outperform all
teams in two of the three topics with high-
level paraphrase examples; in the remaining
topic, Transformers-based and traditional
machine learning approaches have the same
performance. Therefore, we can conclude
that Transformers can learn better features
to identify high-level paraphrases. On the
other hand, when dealing with low-level
paraphrases, a traditional machine learning
approach outperform all teams in 4 of 7
topics. A Transformers-based approach has
the highest performance in the remaining
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Team
Molecular
cusine

Day of
the dead

Kebab Tequila
Vegan
food

Sushi
Food
truck

NLP-CIC-TAGE 0.9878 0.9714 0.9792 0.9231 0.8261 0.8333 0.9153
Tü-Par 0.9762 0.9859 0.98 0.9362 0.8252 0.8772 0.8673

Thang CIC 0.9687 0.8400 0.9216 0.9091 0.8444 0.7692 0.8468
Abu 0.9495 0.9489 0.9574 0.8864 0.8000 0.6567 0.7573

FRSCIC 0.9254 0.8806 0.9293 0.8764 0.7852 0.8077 0.7810
UC3M-DEEPNLP 0.9010 0.8000 0.9462 0.8989 0.7576 0.6818 0.7358

temu bsc 0.8460 0.8675 0.9245 0.7132 0.8591 0.7353 0.9167
Baseline 0.7871 0.9863 0.8596 0.7833 0.8387 0.7692 0.918
Average 0.9177 0.9096 0.9372 0.8658 0.8181 0.7654 0.8412

Table 8: Results for the PAR-MEX shared task on the test set by topic.

Team
Molecular
cusine

Day of
the dead

Kebab Tequila
Vegan
food

Sushi
Food
truck

NLP-CIC-TAGE 0.9878 0.9636 0.9792 0.9231 0.9333 0.8511 0.9189
Tü-Par 0.9762 1 0.98 0.9362 0.9114 0.8727 0.8406

Thang CIC 0.9687 0.8099 0.9216 0.9091 0.9577 0.7843 0.806
Abu 0.9495 0.9541 0.9574 0.8864 0.9429 0.6667 0.6885

FRSCIC 0.9254 0.8571 0.9293 0.8764 0.8919 0.8 0.7302
UC3M-DEEPNLP 0.901 0.7473 0.9462 0.8989 0.8919 0.6977 0.6769

temu bsc 0.846 0.8382 0.9245 0.7132 0.9 0.7273 0.9067
Baseline 0.7871 0.9828 0.8596 0.7833 0.8471 0.7619 0.9091
Average 0.9177 0.8941 0.9372 0.8658 0.9095 0.7702 0.8096

Table 9: Results for the PAR-MEX shared task on the test set by topic and low-level paraphrases.

three topics. With these results, we can
conclude that machine learning models can
handle low-level paraphrasing better than
complex models like transformers when using
similarity-based features as the primary type
of characteristics.

Finally, Table 11 shows each team’s
performance only on the paraphrase type.
Again, the results are consistent with what
we show in tables 7 and 8. Although the
NLP-CIC-TAGE team does not obtain the
best result in every topic in the test set, their
overall performance is the best on both levels
of paraphrasing.

5 Conclusions

This paper described the design and re-
sults of the PAR-MEX shared task collocated
with IberLef 2022. PAR-Mex is focused in
paraphrase identification in Mexican Spanish
texts. This has been the first edition of the
task.

The data set of PAR-MEX included both,
low-level and high-level pairs of paraphrases,
although they were not distinguished for the
participants. The analysis of the results
shows that, whereas low-level paraphrase is

currently an easy task for natural language
processing (0.90 of average), high-level para-
phrase is a problem that has not been conve-
niently approached yet.

The best results in this shared task were
obtained by a team that proposed to ap-
proach the problem with a method based on
transformers. However, traditional machine
learning strategies obtained very similar re-
sults. Indeed, while deep learning techniques
have the best scores in the sub-corpora of
molecular cuisine, vegan food sushi and food
truck, traditional methods lead in day of the
dead, kebab and tequila. The only topic
in which transformers reach a clearly bet-
ter score is food truck. This shows this is a
complex task and that collaboration between
models and the use of multiple variables can
improve the final outcome of the research.
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Team
Day of
the dead

Vegan
food

Sushi Food truck

NLP-CIC-TAGE 1 0.6567 0 0.9091
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FRSCIC 0.875 0.6061 0.25 0.8571
UC3M-DEEPNLP 0.9655 0.5397 0 0.7727
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Average 0.8561 0.6509 0.0862 0.8776

Table 10: Results for the PAR-MEX shared task on the test set by topic and high-level para-
phrases. Molecular cuisine, kebab and tequila do not have high-level paraphrase examples.

Team
F1-score

high-level paraphrase
F1-score

low-level paraphrase
NLP-CIC-TAGE 0.7755 0.9602

Tü-Par 0.6951 0.9538
Thang CIC 0.6552 0.9137

Abu 0.6494 0.905
FRSCIC 0.6795 0.8884

UC3M-DEEPNLP 0.6575 0.8605
temu bsc 0.4167 0.8378
Baseline 0.3976 0.8265
Average 0.6158 0.8927

Table 11: Results for the PAR-MEX shared task on the test set by paraphrase type.
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