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Abstract: Named Entity Recognition (NER) is an important task in Natural Lan-
guage Processing, as it is a key information extraction sub-task with numerous ap-
plications, such as information retrieval and machine learning. However, resources
are still scarce for some languages, as it is the case of Portuguese. Thus, the objective
of this research is to map NER techniques, methods and resources for the Portugue-
se language. Manual and automated searches were applied, retrieving 447 primary
studies, of which 45 were included in our review. The growing number of studies
reveal a greater interest of researchers in the area. 21 studies focused on the compa-
rative analysis between techniques and tools. 24 new or updated NER corpora were
mapped, in several domains. The most used text pre-processing techniques were to-
kenization, embeddings, and PoS Tagging, while the most used methods/algorithms
were based on BiLSTM, CRF, and BERT models. The most relevant researchers,
institutions and countries were also mapped, as well as the evolution of publications.
Keywords: Named Entities Recognition, Review, Portuguese.

Resumen: El Reconocimiento de Entidades con Nombre (en inglés, NER) es una
tarea importante en el Procesamiento del Lenguaje Natural, ya que es una subtarea
clave de extracción de información con numerosas aplicaciones, como la recupera-
ción de información y el aprendizaje automático. Sin embargo, los recursos aún son
escasos para algunos idiomas, como es el caso del portugués. Por lo tanto, el obje-
tivo de esta investigación es mapear técnicas, métodos y recursos de NER para la
lengua portuguesa. Se aplicaron búsquedas manuales y automatizadas, recuperando
447 estudios primarios, de los cuales 45 se incluyeron en nuestra revisión. El cre-
ciente número de estudios revela un mayor interés de los investigadores en el área.
21 estudios se centraron en el análisis comparativo entre técnicas y herramientas. Se
mapearon 24 corpora NER nuevos o actualizados, en varios dominios. Las técnicas
de preprocesamiento de texto más utilizadas fueron tokenization, embeddings y PoS
Tagging, mientras que los métodos/algoritmos más utilizados fueron los basados en
BiLSTM, CRF y de los modelos BERT. También se mapearon los investigadores,
instituciones y páıses más relevantes, aśı como la evolución de las publicaciones.
Palabras clave: Reconocimiento de Entidades Nombradas, Revisión, Portugués.
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1 Introduction

Natural Language Processing (NLP) is one
of the multidisciplinary areas involving the
fields of Linguistics and Artificial Intelligen-
ce. NLP is a challenge for researchers and
professionals because it corresponds to how
natural language, with all its richness, com-
plexities, and variances can be transformed
and used by computational systems (Finat-
to, Lopes, and Silva, 2015). Named Entity
Recognition (NER) is a NLP technique that
aims to identify entities in the text and clas-
sify them into sets of universal syntactic or se-
mantic categories (Maynard, Bontcheva, and
Augenstein, 2016), or the ones specific to a
particular language or domain (De Araujo
et al., 2020). The classified data and the ex-
tracted features are used in text mining sys-
tems (Nadeau and Sekine, 2007) or in Machi-
ne Learning models (Bonifacio et al., 2020),
and other applications.

For the recovery, processing and textual
analysis to be effective, it is important to
determine which methods are the best for
each domain or language, which can explain
why much of the research focuses on a mono-
linguistic approach (Akbik et al., 2016). Stu-
dies about NER for Portuguese show eviden-
ce that the models used for this language ha-
ve challenges not found for other languages,
which can be explained by the low volume of
corpora, tools and pre-trained models deve-
loped for Portuguese (Castro, 2018). Resear-
ches in this language need a greater effort,
mainly in the development of resources, ap-
proaches and tools, as occurs to English lan-
guage (Pirovani, 2019).

Based on the guidelines proposed by Kit-
chenham, Charters, and others (2007) and
Petersen et al. (2008), the main objective of
this work is to characterize the current re-
searches that report the use of techniques for
NER in Portuguese, seeking to answer the ge-
neral research question: What is the current
status of NER tasks for the Portuguese lan-
guage?

In this way, the automated and ma-
nual search procedures retrieved 447 papers
published between January/2010 and Ju-
ne/2022 from which 63 were pre-selected and
45 were included in this study. Data extrac-
ted from primary studies were systematically
structured and analyzed to answer historical,
descriptive, and classificatory research ques-
tions presented below:

• RQ1: What are the existing corpora for
NER in Portuguese Language?

• RQ2: What algorithms, techniques, and
tools were used to build and validate the
Portuguese NER models?

• RQ3: How the Portuguese NER models
have been used in NLP tasks?

• RQ4: What has been the evolution of
the number of publications until the year
2022?

• RQ5: What individuals, organizations
and countries are the main contributors
in this research area?

The remainder of this paper is structu-
red as follows: Section 2 presents the related
work. Section 3 details the review method.
In Section 4, a comprehensive set of results is
presented. Section 5 discusses the results, and
contains conclusions and directions for futu-
re works. Finally, the Appendix A presents
the list of primary studies selected, with their
respective access links.

2 Related Work

The mapping of techniques, methods and re-
sources are an indisputable key to the pro-
gress of any research, and an invaluable sour-
ce for any researcher. This section highlights
some initiatives with relevant contributions.

Nadeau and Sekine (2007) performed a
survey on Named Entity Recognition and
Classification (NERC), in a hundred studies
published in English in ten different events,
between 1991 and 2006. The review reports
studies performed in over 20 languages, a
wide range of named entity types, their se-
mantic challenges, and hierarchical subcate-
gories. Most studies have focused on limited
domains and textual genres. The work also
provides an overview of the studies selected
from the challenges or techniques used: diver-
sity of languages, types of text used, textual
genres, application domains, corpora, disam-
biguation rules, machine learning algorithms,
features, as well as evaluation methods. Fi-
nally, the work highlights the great impor-
tance of NER for NLP-based systems.

Sun et al. (2018) conducted a research
using 162 publications from NLP conferences,
between the years 1996 to 2017. The authors
discuss about two aspects of research in NER:
the first one, based on target languages (co-
vering papers from more than 200 languages,
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with mono, bi, and multilingual approaches),
and the second one, a more technical ap-
proach with statistical analysis used in NER
tasks. Some results brought by the authors
were the mapping of the number of publica-
tions, the most used languages, the propor-
tion between publications with different ap-
proaches, and the different methods.

Yadav and Bethard (2019) explore the
advances of recent architectures with better
deep learning results for state-of-the-art. Stu-
dies that combined learning models based on
minimal resources were selected, which we-
re compared with models of feature-based
learning and with different representations of
words. An automatic search was used in th-
ree search engines, with a search string. The
papers were initially classified by total of ci-
tations, being pre-selected those that used
an unpublished NER neural architecture, or
a representation of a high-performance mo-
del for NER datasets, independent of do-
main or language. When published architec-
ture was found, citation tracing back to the
architecture’s original source was performed.
154 papers were reviewed and 83 were selec-
ted. This results were subdivided into NER
datasets, evaluation metrics and systems ba-
sed on different techniques and architectu-
res. The authors compared the results found
in four languages (Spanish, Dutch, English
and German), highlighting the need for futu-
re progress using insights from previous work
applied to current neural network models.

Li et al. (2020) also focuses on studies of
deep learning models for NER. After a brief
review of traditional NER techniques, the
authors make an intense review of studies,
applications and deep learning techniques for
NER, using universal entities in English. It
was proposed a new taxonomy, which syste-
matically organizes the approaches along th-
ree axes: distributed representations for in-
put, context encoder (to capture contextual
dependencies), and tag decoder (to predict
word labels). In addition, the paper presents
relevant secondary results, such as, corpora
annotated in English, NER tools, summary
of recent works on neural NER, besides pre-
senting challenges and future directions.

3 Review Method

Secondary studies review all the primary stu-
dies relating to a specific research question
with the aim of integrating/synthesizing evi-

dence related to a subject (Keele and others,
2007). In this study, the search for primary
studies was done in six steps, as shown in
Fig. 1, detailed in the following subsections.

Figure 1: Review method (Keele and others,
2007).

3.1 Research Protocol

The research protocol outcome is the review
scope, which includes, among other things,
the research questions presented in Section
1, the inclusion and exclusion criteria, and
data sources selection. Primary studies that
reported NER corpora, algorithms, methods,
and techniques for Portuguese were searched
in the literature, in the last 12 years. Stu-
dies that met at least one of the following
exclusion criteria were removed from this re-
view: (i) written in a language other than En-
glish or Portuguese; (ii) not available on on-
line scientific libraries; (iii) keynote speeches,
workshop reports, books, theses and disser-
tations.

3.2 Conduct Search

Two different types of searches were perfor-
med: automated and manual. First, a manual
search was performed, followed by the auto-
matic one, performing the removal of dupli-
cate studies. In the former, a search string
was used to retrieve papers from digital li-
braries, using the following terms and their
synonyms:

• Named Entity Recognition: NER, Re-
cognition of Entities, Reconhecimento de
Entidades Nomeadas, REN, Reconheci-
mento de Entidades Mencionadas, REM,
Reconhecimento de Entidades com No-
me, Entity Extraction Task, Name En-
tity, NE.

• Portuguese: Portuguese, Ĺıngua Portu-
guesa, Português.

ACL Anthology1 and Google Scholar2

digital libraries were selected to conduct

1https://aclanthology.org
2https://scholar.google.com
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the automated searches, covering the period
between January/2010 and June/2022. The
ACL Anthology currently hosts 80,558 pa-
pers on the study of computational linguistics
and natural language processing, indexing se-
veral events and journals in the NLP area.

For the manual search, we selected the
main venues focusing on the Portuguese lan-
guage (Souza et al., 2016; Souza et al., 2018):
The International Conference on the Compu-
tational Processing of Portuguese (PRO-
POR); Portuguese Conference on Artificial
Intelligence (EPIA); Brazilian Symposium on
Information and Human Language Techno-
logy (STIL); Brazilian Conference on Intelli-
gent Systems (BRACIS); Brazilian National
Meeting of Artificial and Computational In-
telligence (ENIAC) and Language Resources
and Evaluation Conference (LREC), which is
the major event on Language Resources and
Evaluation for Language Technologies in se-
veral languages.

Manual Search Pre-sel. Sel.

BRACIS 7 6
ENIAC 3 3
EPIA 2 1
LREC 7 4
PROPOR 3 3
STIL 7 5
TOTAL 29 22

Automated Search Pre-sel. Sel.

EPIA 2 1
IberLEF 4 4
LREC 5 3
Events with one paper 17 9
Journals with one paper 6 6
TOTAL 34 23

Manual+Automated 63 45

Table 1: Review by data sources.

3.3 Primary Studies: Pre-selection
and Selection

A pre-selection was accomplished in accor-
dance with the inclusion and exclusion cri-
teria established in the review protocol. Pri-
mary studies were analyzed using the same
procedure for both automated and manual
search strategies. Two researchers applied the
inclusion and exclusion criteria, after reading
the title, abstract, and keywords.

The selection process was done by six re-
searchers. Each researcher was responsible for
reading the full paper and presenting it at

a weekly consensus meeting, where all re-
searchers decided to include or exclude the
primary studies. Table 1 shows the number
of potentially relevant primary studies (Pre-
selection step) and number of included stu-
dies (Selection step).

3.4 Data Extraction and Review
Results

In this fifth step, data from included pri-
mary studies were extracted and synthetized
to answer the research questions. The resear-
chers worked independently to extract data
from the included papers, using an extrac-
tion form. Finally, one researcher inspected
the extracted data and ad hoc consensus on-
line meetings were held. The details of the
extraction form with its results were packed
for later replication3.

4 Results

In this section, the obtained results are pre-
sented, organized according to the five speci-
fic research questions.

4.1 RQ1: What are the existing
corpora for NER in
Portuguese Language?

Information about corpora, entities, annota-
tion method, agreement level, domain, type
of text used, and language variants were ex-
tracted from primary studies (PS).

In general, the studies presented a pat-
tern in the use of manual annotation, absence
of agreement level measure among annota-
tors, use of formal texts in the construction
of the corpora, and absence of comparison of
entities for corpora with the same domain.
The works that differ are: (i) PS05, PS07,
PS21 and PS22, which used automatic an-
notation; PS06, PS17, PS25, PS34 and PS45
used hybrid annotation, and PS43 does not
inform the used method; (ii) for the agree-
ment measure, PS19 presented a measure
of 95.8% (without specifying which one was
used) and PS01, in general, 91% (using Co-
hen’s Kappa); (iii) regarding the type of text,
PS18 do not inform which type was used,
PS09 used a mix between formal and infor-
mal usage. PS15, PS16, PS22, PS42, PS43,
and PS45 used informal texts; (iv) regarding
the difference of entities in the same domain,
PS24 used only two entities against six of

3Available in https://bit.ly/extraction-form-
survey
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Corpora/PS Entities
Annotation
method

Domain
Text
type

Language
variant

Aposentadoria/PS25
Act, Act Name, Class, Cod Enrollment Act,
Company Act, Legal Fund, Position, Frame,
Pattern, and Process.

Hybrid Legal Formal PT-BR

DataSense NER
Corpus/PS11

Bank Identification Number, Credit Card
Number, Date, Driving License Number,
E-mail address, Identification Number,
Job, Local, Med, National Health Number,
Organization, Passport Number, Person,
Postal Code, Social Security Number, Tax
Identification Number, Telephone
Number, and Value.

Manual
Sensitive
Data

Formal PT-EU

Dicionário Histórico-
Biográfico Brasileiro
(DHBB)/PS17

Document, Event, Local, Organization,
Person, Political Formulation, and Time.

Hybrid History Formal PT-BR

DrugSeizures-Br/PS07
Drug, Location, Organization,
Other, Person, and Time.

Automatic Legal Formal PT-BR

EHR-Names/PS40 Person Manual Medical Formal PT-BR
Financial Market
Corpus/PS34

Organization, Person and Place Hybrid Financial Formal PT-BR

GeoCorpus/PS03
and
GeoCorpus-2/PS10

Aeon, Era, Period, Epoc, Age, Siliciclastic
Sedimentary Rock, Carbonate Sedimentary
Rock, Chemical Sedimentary Rock, Orga-
nic-rich Sedimentary Rock, Brazilian Sedi-
mentary Basin, Basin Geological Context,
Lithostratigraphic Unit, and Miscellaneous.

Manual Geology Formal PT-BR

LeNER-Br/PS20
Legal cases, Legislation, Location,
Organization, Person, and Time.

Manual Legal Formal PT-BR

PS06
CPF CNPJ, Marital status, Name,
Nationality, OAB, and RG.

Hybrid Legal Formal PT-BR

PS16 Date, Location, Organization and Person Manual General Informal PT-EU

PS19

Characterization, Test, Evolution,
Genetics, Anatomical Site, Negation,
Additional Observations, Condition,
Results, DateTime, Therapeutics,
Value, and Route of Administration.

Manual Neurology Formal PT-EU

PS22 Location, Organization, and Person Automatic Journalistic Informal PT-EU
PS23 Location, Organization, and Person. Manual Police Formal PT-BR
PS24 Legal cases and Legislation Manual Legal Formal PT-BR
PS35 Person Manual Legal Formal PT-BR
PS36 Place and Person Manual Literature Formal PT-BR

PS42

Brand, Camera quality, Color,
Display size, Internal memory, Model,
Operating system, Processor, SIM
card capacity, and WIT (What Is This)

Manual
E-
commerce

Informal PT-BR

PS43 Organization, Person, and Location
Not
Informed

Jornalistic Informal PT-BR

PS45 Location and Event Hybrid Traffic Informal PT-BR

Second HAREM/PS15
Abstraction, Event, Location, Organization,
Other, Person, Thing, Time, Title, and Value

Manual General Informal
PT-BR &
PT-EU

SESAME/PS21 Location, Organization, and Person Automatic General Formal PT-BR

Summ-it++/PS05
Abstraction, Event, Organization, Other,
Person, Place, Thing, Time, Value, and Work.

Automatic General Formal PT-BR

UlyssesNER-Br/PS01
Date, Event, Law Fundation, Law product,
Location, Organization, and Person

Manual Legislative Formal PT-BR

Table 2: Portuguese NER corpora.

PS20; PS37 compares universal entities, such
as Person, Place, Organization, Value, Time,
Abstraction, Work, Event, and Thing using
HAREM and SPA Conll-2002 models; PS01
and PS11 adopt more specificity when com-
pared to the entities of PS15 and PS20. In
turn, PS15 updates the golden collection of
HAREM (Santos and Cardoso, 2006), pre-
senting the main improvements: removal of

repeated texts, cleaning of uncertain sequen-
ces, accounting of partially correct entities
and systematization in the treatment of enti-
ties. HAREM is a huge Portuguese language
NER corpus widely used by the Portuguese
NLP community.

Among the primary studies that were in-
cluded, 27 (60%) did not indicate whether
or how interference occurs based on text ty-
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Domain Corpora/PS Public link

E-commerce PS42 —

Financial Financial Market Corpus/PS34 http://bit.ly/finmktcorpus

brWaC/PS07, PS38, and PS39 https://bit.ly/BrWaC-corpus
Floresta Sintática/PS11 https://bit.ly/floresta-corpus
Freeling/PS04 and PS12 https://bit.ly/freeling-corpus
HAREM I, HAREM II and MiniHAREM/PS15 http://bit.ly/haremcorpus
Paramopama/PS09 and PS21 https://bit.ly/paramopama
PS16 https://bit.ly/ps16-ptools
SESAME/PS21 https://bit.ly/sesamecorpus
Summ-it++/PS05 https://bit.ly/summ-it

General

WikiNER/PS08, PS09, PS21, PS23, and PS30 https://bit.ly/wikiner

GeoCorpus/PS03 https://bit.ly/GeoCorpus
Geology

GeoCorpus-2/PS10 https://bit.ly/geocorpus2

History
Dicionário Histórico-Biográfico
Brasileiro (DHBB)/PS17

https://bit.ly/DHBB-corpus

aTribuna/PS08 and PS30 https://bit.ly/atribuna-corpus
CETEMPúblico/PS43 https://bit.ly/CETEMPublico
CETENFolha/PS43 https://bit.ly/cetenfolha
PS22 —
PS43 —

Jornalistic

SIGARRA News/PS16 https://bit.ly/sigarranews

Acordaos-TCU/PS07 https://bit.ly/acordaos-tcu
Aposentadoria/PS25 https://bit.ly/aposentadoria-corpus
Data-lawyer/PS09 —
DrugSeizures-Br/PS07 —
LeNER-Br/PS20 https://bit.ly/lener-br
PS06 —
PS24 —

Legal

PS35 —

Legislative UlyssesNER-Br/PS01 https://bit.ly/ulyssesner-br

Literature PS36 —

EHR-Names/PS40 —
PS19 —
PS44 https://bit.ly/ps44-BioBERTpt

Medical/
Clinical

SemClinBr/PS44 https://bit.ly/SemClinBr

Police PS23 —

Sensitive Data DataSense NER Corpus/PS11 —

Traffic PS45 —

Table 3: Corpora per domain.

pe or domain in the NER task. Analyzing
the studies that provide this information, it
is possible to correlate domain specificity to
decreased efficiency in the results.

PS21 indicates that the general domain fa-
cilitates information extraction and enables
cross-referencing of information in order to
increase complexity. In the legal domain,
PS20 presents unique entities to represent
laws and legal cases, PS35 reports that capi-
talization of proper names increases the gene-
ration of false positives, and PS01 is the only
study that present entities for the legislative
subdomain. In PS10 and PS17, for the Geo-
logy and History domains, respectively, the
universal entities (such as Person, Organiza-
tion, and Place) were insufficient to represent

the complexity of the research.

In the medical/clinical domain, there is a
significant worsening of F-measure compared
to the general domain in PS40, caused by the
concatenation of the corpora used; in PS41,
this worsening is justified by the use of terms
and abbreviations unique to the domain, whi-
le in PS44, the existence of multiple labels is
pointed out as the main factor. PS08, PS09,
PS30, and PS32 show that, in comparison,
the NER task performs poorly for the clinical
domain and reasonably to the police domain
when compared to the general domain. In the
E-commerce domain, PS42, the lack of syn-
tactic structure makes attribute extraction
difficult. Finally, PS43 states that in the jour-
nalistic domain, when approaching the gene-
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Techniques Total Primary Studies

Tokenization 19
PS02, PS06, PS09, PS11, PS19, PS20, PS21, PS25, PS27, PS28,
PS31, PS32, PS33, PS35, PS36, PS37, PS39, PS42, PS44

Embeddings 13
PS01, PS06, PS08, PS09, PS10, PS19, PS20,
PS24, PS33, PS38, PS39, PS40, PS41

PoS Tagging 10
PS03, PS04, PS05, PS11, PS12,
PS14, PS19, PS22, PS28, PS36

Lower case 6 PS20, PS33, PS35, PS37, PS39, PS42

Spell-check 5 PS02, PS16, PS29, PS32, PS34

Format Conversion 5 PS10, PS13, PS14, PS24, PS28

Special character removal 5 PS34, PS35, PS39, PS42, PS45

Features 4 PS02, PS12, PS13, PS32

Non-text removal 4 PS03, PS21, PS39, PS45
Removal of repeated
sentences (outliers)

3 PS01, PS10, PS42

Removal of pre-textual or
post-textual elements

3 PS03, PS21, PS36

Stop Words 2 PS27, PS42

Removal of HTML Tags 2 PS32, PS39

Table 4: Pre-processing techniques.

ral domain, the task is facilitated, probably
due to language simplification.

Few articles presented applications for dif-
ferent language variants. PS12, PS13, PS25,
and PS33 do not report whether language va-
riation interferes with the NER tasks. The
strategy of PS21 (using the DBPedia onto-
logy4), avoids the inclusion of Portuguese lan-
guage papers. PS42 indicates that, when tu-
ning the BERTimbau model5 with HAREM,
there was a subtle worsening in performance.
PS27, when comparing Portuguese variants,
registered a difference in performance, justi-
fied by linguistic and cultural differences.

From the selected works, 21 (∼ 47%) stu-
dies did not create, modify or update corpo-
ra: PS02, PS04, PS08, PS09, PS12 to PS14,
PS18, PS26 to PS33, PS37 to PS39, and
PS41. These works carried out comparative
analyzes between tools, methods or the appli-
cation of NER tasks in multidomains, in diffe-
rent textual genres or in textual semantic re-
lations, using some variation of the HAREM
corpus. Table 2 summarizes the 24 studies in
which a new corpus was created or updated
from an existing corpus. Some of them did
not have a clearly identifiable name for the
created or modified corpus, and were instead
referred to by the PS number. Finally, Ta-
ble 3 presents all corpora used in the studies,
organized by domain. Some of these corpora

4https://www.dbpedia.org/resources/ontology
5https://github.com/neuralmind-ai/portuguese-

bert

are publicly available. Due to limited space,
the entities labels are detailed in the docu-
ment specified in the third footnote (Section
3.4).

4.2 RQ2: What algorithms,
techniques, and tools were
used to build and validate the
Portuguese NER models?

37 PS (∼82%) mention the use of some type
of preprocessing techniques as shown in Ta-
ble 4. The most used techniques were toke-
nization, embeddings, and PoS Tagging. Re-
garding pre-processing, it was possible to ob-
serve that some works focused on the use and
analysis of the influence of embeddings and
features, among others.

Table 5 presents the most used methods,
algorithms, and tools: learning models ba-
sed on BiLSTM were the most used, followed
by more traditional methods that use only
CRF, as well as systems developed specifi-
cally for NER tasks, such as the NERP-CRF
and PALAVRAS parser. More recent works
used BERT deep learning model. The metrics
used in most studies were Accuracy, Preci-
sion, Recall, and F-score. However, as not all
papers presented all this information, the ta-
ble shows the F-score range of performance
obtained. Other tools, algorithms or techni-
ques that had only one mention were not lis-
ted.

Named Entity Recognition: a Survey for the Portuguese Language

177



Algorithms/Methods/Tools Total F-score(%) Primary Studies

BiLSTM+CRF 10 67 ∼ 97
PS06, PS09, PS10, PS20, PS24,
PS33, PS38, PS39, PS40, PS41

CRF 7 48 ∼ 97
PS01, PS04, PS13, PS19,
PS28, PS36, PS45

CRF+LG 6 53 ∼ 76
PS02, PS09, PS29,
PS30, PS31, PS32

BiLSTM 3 53 ∼ 93 PS01, PS11, PS43

NERP+CRF 3 53 ∼ 93 PS05, PS12, PS14

PALAVRAS 3 57 ∼ 62 PS04, PS12, PS17

BERT+CRF 2 75 ∼ 95 PS34, PS44

FreeLing 2 54 ∼ 56 PS04, PS12

Table 5: Algorithms/methods/tools.

Figure 2: Temporal distribution of PS, between January/2010 to June/20226.

4.3 RQ3: How the Portuguese
NER models have been used
in NLP tasks?

As previously mentioned, a significant part of
the selected studies focused their research on
comparative analyzes between NER tasks per
se. Some of these works showed great poten-
tial for applicability and/or improvement of
information extraction systems, such as stu-
dies PS12, PS13, PS20, PS23, and PS29.

Among the selected studies, 20 applied
NER models directly or indirectly in other
NLP tasks, which are shown in Table 6. Of
these, Information Retrieval appears as the
main applied task (55%), followed by Rela-
tion Extraction (30%), Morphosyntactic An-
notation and Semantic Similarity tasks (both
with 15%). Two studies explored the im-
pact of language models with Machine Lear-
ning, using non-common models in the state-
of-the-art, proposing improvements based on
the results found.

4.4 RQ4: What has been the
evolution of the number of
publications until the year
2022?

As shown in Figure 2, the first primary study
selected was published in 2010 (PS15). The
number of studies ranged in the first years
(1∼2 articles per year), increasing from 2017,
with the exception of 2022 (the current year
of this research6). Primary studies were clas-
sified according to the Portuguese langua-
ge variant: studies that apply only Euro-
pean Portuguese represent 8.89%, while Bra-
zilian Portuguese comprises 44.44%. Finally,
46.67% of studies used text written in both
languages, most of them with a HAREM cor-
pus variation.

6The searches in automated sources were perfor-
med in June/2022, which explains the low number of
publications for this year.
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Task Total Subtask Total Primary Studies

Information Retrieval 12 - -
PS01, PS07, PS10, PS11, PS15, PS17,
PS18, PS19, PS22, PS42, PS44, PS45

Relation extraction 6 - - PS05, PS09, PS15, PS17, PS26, PS34
Morphosyntactic
Annotation

3 - - PS05, PS17, PS22

Semantic similarity 3 - - PS30, PS38, PS44

Classification 2
Document
Classification

1 PS18

Text Classification 1 PS42

Co-reference resolution 2 - - PS05, PS15

De-Identification 1 PS40
Data Privacy 2

Sensitive Data 1 PS11

Machine Learning for NLP 2
Deep Active
Learning

1 PS25

Transfer Learning 1 PS07

Tracking 1 - - PS45

Word sense disambiguation 1 - - PS44

Table 6: Related NLP tasks and subtasks.

4.5 RQ5: What individuals,
organizations and countries
are the main contributors in
this research area?

A total of 145 researchers from 45 organiza-
tions were mapped. The data showed that
Brazil has a greater number of researchers
(∼79%) and research institutes (∼67%) in
the area. Tables 7 and 8 list the main resear-
chers and institutions, with emphasis on the
Pontifical Catholic University of Rio Gran-
de do Sul (PUCRS) and researchers Rena-
ta Vieira, Daniela O. F. do Amaral and
Joaquim Santos, from the same institution.
The vast majority of institutions in the pa-
pers are Colleges, Universities or Institutes
of Higher Education (∼71%). We also belie-
ve it is worth mentioning some private ins-
titutions that provided support for research
in NER, such as Petrobras Research and
Development Center (PS10), IBM Research
(PS17, PS37, and PS39), Americanas S.A.
Digital Lab (PS42), Viatecla SA (PS22), and
some institutions linked to public or political
administration, like Public Ministry of the
State of Mato Grosso do Sul (PS07), Bra-
zilian Federal Police (PS18 and PS23), and
Brazilian Chamber of Deputies (PS01).

5 Discussion and Conclusion

Analyzing the data found in the included pri-
mary studies, it was possible to observe a gro-
wing interest in the development of research
in NER for the most diverse fields of the Por-
tuguese language, partly due to its potential

applications, e.g., opinion mining, informa-
tion retrieval systems, development of new
general-purpose or domain-specific corpora,
and optimization of machine and deep lear-
ning models. However, even with the good
results achieved, the amount of research is
still small when compared to other langua-
ges such as English. The amount of private
or unpublished corpora and pre-trained lear-
ning models could be greater, which would
improve the research area.

Looking at the research questions, it is
possible to point out some limitations in the
included selected studies, among which we
highlight: the vast majority of studies did
not deepen the discussion about the inter-
ference of the Portuguese language variant
in the NER tasks; only two works showed
the explicit use of a measure of agreement
between manual annotators, which could in-
fluence the quality of the corpora; among the
studies that used hybrid annotation, there is
no comparison of the results between the ty-
pes of annotation; no comparison was found
between types of texts, and we think that the
use of informal texts could give high com-
plexity and richness to the textual analysis,
by expressing with greater precision the co-
lloquial form of the language; no comparison
methods were found between annotation pro-
cesses for entities from the same domain, it
was not pointed out if there are semantic dif-
ferences between entities from different do-
mains.

Regarding the used techniques and algo-
rithms, the most used pre-trained models
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Quant. Author Institution Quant. Author Institution

14 Renata Vieira PUCRS-BR 5 Juliana Pirovani UFES-BR
6 Daniela O.F. do Amaral PUCRS-BR 4 Sandra Collovini PUCRS-BR
6 Joaquim Santos PUCRS-BR 3 Evandro Brasil da fonseca PUCRS-BR
5 Bernardo Consoli PUCRS-BR 3 Juliano Terra PUCRS-BR
5 Elias S. Oliveira UFES-BR 3 Nádia F. F. da Silva UFG-BR

Table 7: Number of articles published by main researchers.

Quant. Institution Country Quant. Institution Country

14 PUCRS Brazil 3 IBM Research Brazil
5 UFES Brazil 3 PUC-Rio Brazil
4 UFRPE Brazil 3 UnB Brazil

4 University of Évora Portugal 3 UFG Brazil

Table 8: Number of researchers per organization.

of machine learning were the classic models
from the state-of-the-art, even after the ad-
vances of the recent models; more detailed
information about used techniques and sta-
tistical measures was not found in the vast
majority of the works.

There are some threats to the validity of
our research that are worth highlighting: (i)
it is possible that some relevant studies were
not included throughout the search process.
We attempted to mitigate this weakness by
conducting extensive research as well always
observing the research protocol used, care-
fully comparing the results and removing du-
plicate studies, and; (ii) as the studies we-
re classified based on personal judgment, it
is possible that some studies were classified
incorrectly. In order to mitigate this threat,
the classification step was performed for more
than one researcher.

Finally, we emphasize that the strong
point of this work is to promote the growth
of research on Named Entities Recognition in
the Portuguese Language, through the dis-
crimination of their studies, resources, tech-
niques, researchers, and institutions. We be-
lieve that the information described in this
work can help other researchers/practitioners
in the area to discover what has been resear-
ched and achieved, in addition to listing so-
me gaps. The lack of some relevant data and
published corpora and tools makes it diffi-
cult to carry on analysis in the research area.
We plan to apply other mapping techniques
to increase coverage, such as snowballing the
included primary studies. Besides, an exten-
sion of this research is being produced, focu-
sing on NER in the legislative field in several

languages.
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natural, lingúıstica de corpus e estudos
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G. Moriyama, L. Martins, L. Soezima,
A. Nunes, F. Siqueira, J.P. Tarrega, J.V.
Beinotti, M. Dias, M. Silva, M. Gardi-
ni, V. Silva, A.C.P.L.F. Carvalho, and
A.L.I. Oliveira. 2022. UlyssesNER-Br: A
Corpus of Brazilian Legislative Docu-
ments for Named Entity Recognition. In
Proceedings of 15th edition of the Inter-
national Conference on the Computatio-
nal Processing of Portuguese (PROPOR
2022). DOI: 10.1007/978-3-030-98305-5 1

02. Alves, D., B. Bekavac, and M. Tadić.
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Fields para a Ĺıngua Portuguesa. In Pro-
ceedings of IX Brazilian Symposium in
Information and Human Language Tech-
nology (STIL 2013). Available in <https:
//sites.google.com/usp.br/stil>.

14. Do Amaral, D.O.F., M. Buffet, and R.
Vieira. 2015. Comparative Analysis bet-
ween Notations to Classify Named En-
tities using Conditional Random Fields.
In Proccedings of X Brazilian Symposium
in Information and Human Language
Technology and Collocated Events (STIL
2015). Available in <https://aclantholo
gy.org/W15-5603>.

15. Freitas, C., C. Mota, D. Santos, H.G. Oli-
veira, and P. Carvalho. 2010. Second
HAREM: Advancing the State of the
Art of Named Entity Recognition in Por-
tuguese. In Proceedings of the Seventh In-
ternational Conference on Language Re-
sources and Evaluation (LREC’10). Ava-
liable in <https://aclanthology.org/L10-
1284>.
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