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1 Introduction

In recent years, the internet, especially so-
cial media, has become the main source of
information, with people sharing their opin-
ions, beliefs, emotions, and experiences on-
line. Researchers from various fields, partic-
ularly Natural Language Processing (NLP),
have been interested in analyzing this web
content. NLP involves using computational
techniques to analyze and synthesize natural
language, especially text found on the web.

This doctoral thesis proposes using ma-
chine learning techniques to analyze opinions
in low-resource languages, including Spanish,
Guarani, and Jopara, in monolingual, multi-
lingual, and code-switching settings. These
techniques include sentiment analysis, which
aims to identify the sentiment expressed in a

text, and topic modeling, which aims to iden-
tify the main topics in a collection of texts.

In this thesis, we followed the path of text
mining and NLP at the intersection of com-
putation, artificial intelligence, and compu-
tational linguistics, focusing on multilingual-
ism in low-resource languages. Our objec-
tives are to (i) investigate different machine
learning approaches that can handle multi-
lingual opinions written in social media (even
code-switching), particularly those based on
neural networks, (ii) create new linguistic re-
sources for analyzing text in low-resource lan-
guages and dialects, particularly those found
on social media, and (iii) develop machine
learning models for NLP in low-resource lan-
guages and dialects in monolingual, multilin-
gual, and code-switching settings. The re-
search aims to gain a deeper understanding
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of this problem and provide a comprehensive
analysis.

There have been relatively few studies
on tasks involving multilingualism with
truly low-resource languages (such as
Guarani/Jopara) or specific dialects (such
as Spanish from Spain) in the literature.
This is likely because most research in this
area has focused on languages with more
resources available, such as a sufficient
number of Wikipedia or Common Crawl
pages. It is important to carefully study the
behavior of state-of-the-art machine learning
models, as well as traditional models, to
determine which is best suited for addressing
the problem of multilingualism, particularly
in low-resource languages, and under what
conditions.

This thesis may be beneficial to both
Spanish-speaking communities (especially in
Spain) and Guarani-speaking communities
(in Paraguay and surrounding countries such
as Argentina, Bolivia, and Brazil) because
most NLP systems are designed for use with
rich-resource languages. The approaches pre-
sented in this work could be applied in var-
ious fields and disciplines, including market-
ing, psychology, sociology, politics, tourism,
health informatics, and more, in order to ex-
tract insights from written opinions in these
languages in various dimensions (such as sen-
timents, affections, and language type). It is
important to have adequate resources for ac-
curately and fairly analyzing written opinions
in these languages.

2 Structure
This thesis consists of eight chapters and
three appendices, which are described below.
Chapter 1 Introduces the research being
conducted, its background and context, as
well as the motivation, objectives, and meth-
ods of the research.
Chapter 2 Aims to present a thorough re-
view of the use of deep learning to address
the problem of multilingual sentiment anal-
ysis in social media to the research commu-
nity. It provides a comprehensive overview
of the field and highlights common ideas and
issues that have been addressed in the im-
plementation of multilingual sentiment anal-
ysis. It also offers a clear summary and dis-
cussion to identify potential areas for further
research. This chapter is an expansion of a

paper published in the journal Applied Soft
Computing in the special issue ‘Soft Comput-
ing for Recommender Systems and Sentiment
Analysis’ (Agüero-Torales, Abreu Salas, and
López-Herrera, 2021).

Chapter 3 Focuses on the creation of cor-
pora for low-resource languages and code-
switched languages and is divided into the
following sections: (i) collection of Span-
ish COVID-19-related tweets using keywords,
language identification tools, and geolocated
data for Spanish cities and regions; (ii) col-
lection of Guarani-Spanish (also known as
Jopara) Twitter text data for sentiment anal-
ysis, which includes challenges such as unbal-
anced classes due to the limited number of
tweets written in Guarani-dominant; (iii) col-
lection of three new, multi-annotated corpora
of Jopara Guarani-dominant tweets for affect
detection: (a) emotion recognition, (b) hu-
mor detection, and (c) identification of offen-
sive and toxic language. The content of this
chapter has been adapted from papers pub-
lished in Procesamiento Del Lenguaje Nat-
ural (Agüero-Torales, Vilares, and López-
Herrera, 2021) and CALCS 2021 (co-located
with NAACL 2021) (Agüero-Torales, Vilares,
and López-Herrera, 2021), as well as a work
submitted to a journal.

Chapter 4 We used NLP techniques to
study the discussions taking place on Twit-
ter in Spain at the start of the COVID-
19 pandemic. We analyzed the tweets and
tracked the evolution of the topics by com-
paring them to newspaper articles. We also
developed a small evaluation framework that
involved human judgment. We used both a
generative approach and a discriminative ap-
proach, which involves identifying the most
important keywords and phrases, to repre-
sent the topics. The results of this research
have been published in the journal Proce-
samiento Del Lenguaje Natural (Agüero-
Torales, Vilares, and López-Herrera, 2021).
Chapter 5 Here, various machine learn-
ing methods, ranging from traditional ap-
proaches to more advanced transformer-
based techniques, were applied to the low-
resource language Guarani and to a combina-
tion of Guarani and Spanish (called Jopara).
The performance of the different models was
compared and error analysis was conducted
to gain further insight into the classifiers’ per-
formance in this particular low-resource set-
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ting. This chapter is an extension of a pre-
viously published paper in CALCS 2021 (co-
located with NAACL 2021) (Agüero-Torales,
Vilares, and López-Herrera, 2021).
Chapter 6 We describe our efforts to
build and pre-train transformer-based lan-
guage models (Vaswani et al., 2017) us-
ing Wikipedia data in the low-resource lan-
guage Guarani, which faces challenges due to
the presence of code-switching. We present
a summary of the approaches we took to
train a set of BERT models (Devlin et al.,
2019) for Guarani and Jopara and evaluate
them on tasks related to sentiment analy-
sis. These models overall outperformed the
mBERT (multilingual BERT) and Spanish
BERT (Cañete et al., 2020, BETO), which
do not include Guarani during pre-training,
on tasks such as, (i) emotion recognition, (ii)
humor detection, (iii) identification of offen-
sive language, and (iv) polarity classification
in F1-score and accuracy metrics.
Chapter 7 Summarizes the publications,
contributions, and findings of the thesis.
Chapter 8 Presents the conclusions of the
thesis. Additionally, we suggest potential ar-
eas for further investigation based on the re-
sults we have obtained.
Appendices Appendix A contains the pub-
lications that are part of the thesis. Appendix
B explains the quantitative analysis for the
topic modeling discussed in Chapter 4 and
provides information about the annotation
guidelines for the Guarani-dominant Jopara
corpora used in Chapters 5 and 6. Appendix
C provides details about the implementation
and hyperparameter optimization of the ma-
chine learning models used in Chapters 5 and
6, as well as information about the scraped
Twitter accounts mentioned in Chapter 3.

3 Contributions
This section provides an overview of the key
findings, results, and contributions of the the-
sis.

3.1 Software prototype
Gastro-miner1 is a cloud-based tool that
allows the analysis of users’ reviews and
opinions written in English about restau-
rants on social media platforms such as
TripAdvisor.com. It allows the collection,

1https://github.com/mmaguero/cloud-based-
tool-SA

storage, cleaning, preprocessing, sentiment
analysis, and visualization of review data.
The tool was developed using Python, in-
cluding Scrapy for web scraping, NLTK for
NLP, Matplotlib for data visualization, and
Django as a web framework. The tool
was implemented using virtualization tech-
nology such as Vagrant, VirtualBox, and
the Docker stack, and data was stored us-
ing MongoDB. The sentiment analysis stage
used the VADER tool.2 Gastro-miner can
be customized for use on other social me-
dia platforms, languages, or settings, and the
methodology and architecture of the tool are
considered a contribution of the thesis.

The results of this study have been
published at Procedia Computer Science
(Agüero-Torales et al., 2019) and were pre-
sented at the Proceedings of the ITQM 2019
and as a poster (Agüero-Torales, López-
Herrera, and Cobo, 2018) at the ‘Jornadas
Científicas de Ciencia de Datos’ organized
by the Universidad Comunera (Asunción,
Paraguay), and was awarded first place in the
i-Data applied data science contest.

3.2 Contributions and resources
The main contributions and resources that
have been made available to the research
community are listed below:

1. Several corpora for low-resource lan-
guages: (a) an unlabeled Spanish Twit-
ter corpus (∼ 1M) about the COVID-
19 pandemic outbreak,3 (b) the first
Guarani-dominant Jopara corpus (3, 491
tweets) for sentiment analysis,4 an-
notated according to a trinary scale
(positive, negative, neutral), and (c)
the first Guarani-dominant Jopara text-
based dataset (2, 364 tweets) for affect
detection;5 which includes three multi-
annotated corpora: (i) emotion recogni-
tion annotated according to four mood
categories (happy, sad, angry, other), (ii)
humor detection, and (iii) identification
of offensive and toxic language.

2. A small evaluation framework with a
small guide, that outlines the process fol-
lowed by native Spanish-speaking anno-

2https://github.com/cjhutto/vaderSentiment
3https://doi.org/10.7910/DVN/6PPSAZ
4https://doi.org/10.7910/DVN/GLDX14
5https://github.com/mmaguero/guarani-

multi-affective-analysis
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tators to evaluate a sample of the topics
discovered in Chapter 4.

3. An annotation mini-guidelines docu-
ment that outlines the process followed
by the bilingual annotators (Guarani-
Spanish) as they manually annotated the
Guarani-dominant Jopara corpora.

4. A customized tool for language identifi-
cation.6 This tool is made up of multiple
other tools.

5. A method7 for discovering topics in
Spanish tweets (spoken in Spain) that
combines linguistic knowledge with gen-
erative and discriminative approaches
using the LDA (Latent Dirichlet Alloca-
tion) algorithm.

6. A detailed and well-organized set of pro-
cedures for creating a Twitter dataset
for code-switching and low-resource lan-
guages, which outlines the limitations
and difficulties encountered during the
data-gathering process.

7. A Guarani tokenizer and a set of pre-
trained Guarani language models, based
on BERT, a widely used transformer-
based model, that can be used for a va-
riety of NLP tasks in Guarani or Jopara,
such as sentiment analysis. These
models were trained with data from
Wikipedia in Guarani, including:8 (a)
three monolingual BERT models for the
Guarani language and (b) two language
models fine-tuned with Guarani (BETO
and mBERT respectively).
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