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Abstract: In the last few years, Natural Language Processing (NLP) tools have
been successfully applied to a number of different tasks, including author profiling,
negation detection or hate speech detection, to name but a few. For the identification
of hate speech from text, pre-trained language models can be leveraged to build high-
performing classifiers using a transfer learning approach. In this work, we train
and evaluate state-of-the-art pre-trained classifiers based on Transformers. The
explored models are fine-tuned using a hate speech corpus in Spanish that has been
compiled as part of this research. The corpus contains a total of 7,483 football-
related tweets that have been manually annotated under four categories: aggressive,
racist, misogynist, and safe. A multi-label approach is used, allowing the same tweet
to be labeled with more than one class. The best results, with a macro F1-score
of 88.713%, have been obtained by a combination of the models using Knowledge
Integration.
Keywords: Hate speech detection, Large Language Models, Linguistic features,
Interpretability.

Resumen: En los últimos años, el Procesamiento del Lenguaje Natural (PLN) se
ha aplicado con éxito a diversas tareas, como la elaboración de perfiles de autor, la
detección de negaciones o la detección de discursos de odio. Para la identificación
de odio a partir de texto, es posible explotar modelos del lenguaje preentrenados
que permitan construir clasificadores de alto rendimiento utilizando un enfoque de
aprendizaje por transferencia (en inglés, transfer learning). En este trabajo, se pre-
sentan los resultados de entrenar y evaluar clasificadores preentrenados de última
generación basados en Transformers. Los modelos explorados se ajustan (en inglés,
fine tune) utilizando un corpus en español sobre el discurso de odio en el fútbol
que se ha compilado como parte de esta investigación. El corpus contiene un total
de 7.483 tuits relacionados con el fútbol que han sido anotados manualmente bajo
cuatro categoŕıas: agresivo, racista, misógino y seguro. Se utilizó un enfoque multi-
etiqueta, que permite etiquetar el mismo tuit con más de una clase. Los mejores
resultados, con un macro F1-score del 88,713%, se han obtenido mediante una com-
binación de los modelos utilizando la estrategia de Knowledge Integration.
Palabras clave: Discurso de odio, Modelos del lenguaje, Caracteŕısticas
lingǘısticas, Interpretabilidad.

1 Introduction

The Cambridge Dictionary defines hate
speech as “public speech that expresses hate
or encourages violence towards a person or
group based on something such as race, reli-
gion, sex, or sexual orientation”1. The use of
hateful rhetoric has been linked to real-world

1https://dictionary.cambridge.org/us/
dictionary/english/hate-speech

violence2 and, with the advent of social me-
dia, hatred has a much higher spreading ve-
locity (Mathew et al., 2019; Paz, Montero-
Dı́az, and Moreno-Delgado, 2020). Tackling
hate speech has become a recognized global

2https://www.un.org/en/hate-speech/
understanding-hate-speech/hate-speech-and-
real-harm



priority for the United Nations3. The iden-
tification of hate content in different media
constitutes one of the first key steps towards
such objective. The automation of this task
and the early detection of such content would
help media managers to prevent its dissem-
ination and for such harmful messages to
reach the masses.

Textual hate speech detection systems
usually rely on Natural Language Process-
ing (NLP) techniques based on automatic
classifiers trained with Large Language Mod-
els (LLMs) (Alkomah and Ma, 2022). Hate
speech detectors are usually trained with a
set of manually labeled data. The system
learns from these examples, finding relation-
ships between the expressions in the input
texts and other discriminatory features. The
process leads to creating a model capable of
classifying new samples into the considered
categories (e.g., hateful, non hateful). Hate
speech identification is a hot topic, and the
number of research works published in the
last few years dealing with this problem is
increasing (Oliveira and Azevedo, 2022; Bilal
et al., 2022; Mehta and Passi, 2022; Chiril et
al., 2022; Ali et al., 2022; Roy, Bhawal, and
Subalalitha, 2022; Husain and Uzuner, 2022;
Wullach, Adler, and Minkov, 2022; Plaza del
Arco et al., 2021). However, it is far from
solved (Arango, Pérez, and Poblete, 2022).
First, most works are focused on texts writ-
ten in English and only a minority are dedi-
cated to other languages such as Arabic (Hu-
sain and Uzuner, 2022), Urdu (Bilal et al.,
2022), Spanish (Plaza del Arco et al., 2021) or
Dravidian languages (Roy, Bhawal, and Sub-
alalitha, 2022). Therefore, one of the main
difficulties when facing this challenge is to ob-
tain a large enough corpus to train the model.
Second, the classifiers built upon LLMs are
hard to interpret, as these models do not pro-
vide interpretable features.

In this work we aim to facilitate social me-
dia content moderators their mission to avoid
the spread of hatred in sports. With that
purpose, we assess the suitability of several
state-of-the-art LLMs to tackle hate speech
detection from texts written in Spanish. In
particular, we compare the performance of
nine LLMs plus a model based on inter-
pretable Linguistic Features (LFs). We eval-
uate Spanish models such as BETO (Cañete

3https://www.un.org/en/hate-speech

et al., 2020), MarIA (Gutiérrez-Fandiño et
al., 2022), BERTIN (de la Rosa et al., 2022),
DistilBETO (Cañete et al., 2022) and Al-
BETO (Cañete et al., 2022), and multilin-
gual LLMs such as multilingual BERT (De-
vlin et al., 2019), XLM (Conneau et al.,
2020), multilingual DeBERTa (He, Gao, and
Chen, 2021) and TwHIN-BERT (Zhang et
al., 2022). On the other hand, to investigate
the particularities of hate speech in sports,
which can have cultural and contextual com-
ponents, we have compiled a multi-label cor-
pus with 7,482 tweets written in Spanish and
related to football (a.k.a., soccer), annotated
as safe, aggressive, misogynist and racist. In
football, large masses of people that support
one team can generate controversy with other
teams’ fans, and the amount of content gen-
erated in social media around each match is
massive. Therefore, it is quite common to
find aggressive comments on Twitter associ-
ated to a match either towards the referee or
some players. On contrast, some keywords
concerning sports can introduce topic bias in
generic datasets. In this sense, in (Poletto
et al., 2021) the authors identify datasets
in which words concerning football were dis-
cerning features to mark a document as hate-
speech.

The rest of the manuscript is organized as
follows. Section 2 provides background infor-
mation concerning hate-speech detection in
Spanish. A detailed description of the corpus
and its compilation process is presented in
Section 3. Then, in Section 4 the system ar-
chitecture is described along with a complete
overview of all its components. The evalua-
tion of the feature sets in isolation or com-
bined and the error analysis conducted for
the evaluation of the overall system is shown
in Section 5. Finally, conclusions and future
work are put forward in Section 6.

2 State of the art

Pre-trained language models have become a
popular solution for NLP due to their abil-
ity to learn contextualized representations
of language (Min et al., 2021). They are
a type of neural network that is trained
on massive amounts of text data, often us-
ing unsupervised learning techniques. The
goal is to learn general language represen-
tations that can be fine-tuned for specific
NLP tasks such as sentiment analysis or hate
speech detection (Omar et al., 2022). One



of the most popular pre-trained language
models is the Transformer architecture, orig-
inally introduced in (Vaswani et al., 2017).
The Transformer model was trained on a
large corpus of text using a technique called
self-supervised learning, resulting in BERT
(Bidirectional Encoder Representations from
Transformers) (Devlin et al., 2019), which
outperformed previous state-of-the-art mod-
els on a wide range of NLP tasks.

LLMs have shown promising results for
hate speech detection (Alkomah and Ma,
2022). These models have been pre-trained
on large amounts of text data and can be fine-
tuned on a smaller labeled dataset to perform
specific NLP tasks, including hate speech de-
tection. For this, a classifier is trained on top
of the pre-trained model to predict whether
a given piece of text is hateful or not based
on the features extracted by the model. The
ability of pre-trained models to capture con-
text and nuances in language use can thus
be leveraged by the hate speech identifica-
tion system. Besides, LLMs have the ability
to learn complex linguistic patterns, which
can help improve the accuracy of hate speech
detection.

Twitter characterizes hateful conduct as
promoting “violence against or directly at-
tack or threaten other people on the basis
of race, ethnicity, national origin, caste, sex-
ual orientation, gender, gender identity, reli-
gious affiliation, age, disability, or serious dis-
ease”4. The number of studies on hate speech
detection in Twitter and other social media
is growing dramatically (Mansur, Omar, and
Tiun, 2023). In (Mehta and Passi, 2022),
the authors present an attempt to face hate
speech detection using explainable artificial
intelligence. Different deep learning models
and variants of Transformers-based models
are explored to extract useful interpretable
results from two datasets, the Google Jig-
saw dataset (comprised of user discussions
from talk pages of English Wikipedia) and
the HateXplain dataset (comprised of posts
from Twitter and Gab). The performance in
terms of macro F1-score of the best models
is well over 90%.

In languages other than English, the
scarcity of linguistic resources makes hate
speech detection more challenging. The au-
thors in (Mozafari, Farahbakhsh, and Crespi,

4https://help.twitter.com/en/rules-and-
policies/hateful-conduct-policy

2022) propose a cross-lingual few-shot ap-
proach for hate speech and offensive lan-
guage detection that is evaluated using 15
publicly available datasets in 8 languages.
Instead of transfer learning, a meta learn-
ing approach following optimization-based
and metric-based methods is used to train
a model able to generalize quickly to new
languages with few labeled data. Focus-
ing on Spanish, different machine learning,
deep learning and transfer learning-based
hate speech detection models are compared
in (Plaza del Arco et al., 2021). Pre-trained
language models outperform previous ap-
proaches, with monolingual LLMs obtaining
the best results. In this work, we extend the
evaluation to the most up-to-date language
models, both mono- and multilingual, and
set the focus on a sector particularly hard
hit by the scourge of hatred such as football.
In previous works, we have successfully com-
bined LFs with other classification models to
deal with different NLP tasks such as author
profiling (Garćıa-Dı́az, Colomo-Palacios, and
Valencia-Garćıa, 2022), misogyny identifica-
tion (Garćıa-Dı́az et al., 2021) or sentiment
analysis (Garćıa-Dı́az, Garćıa-Sánchez, and
Valencia-Garćıa, 2023). In this work, we also
incorporate LFs to enhance the interpretabil-
ity of the results.

As far as our knowledge goes, few stud-
ies have considered hate-speech in football as
an automatic document classification prob-
lem. In (Cleland, 2014), the authors con-
ducted a discourse analysis from around 500
online texts concerning racism in football.
They discovered that message boards allow
racist messages to spread but that most of
the racist posts were confronted by other sup-
porters. In (Vasconcelos et al., 2019), the
authors compiled tweets concerning two edi-
tions of the FIFA Soccer World Cup (2014
and 2018). Then, the authors measured the
sentiment polarity of the tweets and identi-
fied the tweets containing hate-speech con-
tent. This latter challenge was treated as a
multi classification problem with three labels,
namely, hate speech, offensive language, and
regular messages.

3 Corpus

In this section, the compiled corpus is de-
scribed. We decided to compile a novel cor-
pus given that, as far as we are concerned,
there are no hate-speech datasets in Span-



ish focused on football. The source of this
dataset is Twitter. We decided to use Twit-
ter because it is a forum for discussion of cur-
rent topics and, at the time of the compila-
tion process, it had a public API. In addition,
its syndication mechanism through hashtags
allows us to focus on specific debates.

The main topic covered are tweets related
to the Spanish men’s football league. This
league was chosen because of the large num-
ber of comments in Spanish that each game
provokes. In order to obtain large volumes of
data, the search for matches of each match
day is filtered by using hashtags. That is, if
for example Real Madrid was playing against
Levante, then that match was monitored us-
ing a search filter that contained the hash-
tag #RealMadridLevante. It should be noted
that there are Spanish football teams, such as
Real Madrid, Barcelona or Sevilla, which be-
long to large cities and have a higher number
of fans than other teams, and this is reflected
in the number of comments obtained for each
match.

We also included in our search aggressive
tweets. For this, more specific queries are
used to capture types of hate speech. These
queries include aggressive keywords such as
dumb, asshole, or bad ass, along with the key-
word football. Similarly, tweets with likely
racist imagery and language are obtained.
For this, we compiled a list with the names of
several football players of color who play for
top and second division teams of the Span-
ish football league. Then, searches for tweets
whose content included these players’ names
and expressions with, depending on the con-
text, racist meaning (e.g., black, monkey, or
orangutan) were defined. In a similar fash-
ion, to complete the dataset with misogy-
nistic tweets we focused on women’s football
matches and on keywords that could indicate
a case of misogyny. In this case, the word
woman and football always appeared along
with words or phrases with a probably sex-
ist or derogatory meaning, such as scrubbing,
ironing or washing clothes.

Once the tweets were obtained, the an-
notation phase began. For this, two col-
laborators of our research group annotated
whether each tweet is aggressive and/or
racist and/or misogynistic. The disagree-
ments between annotators were resolved in-
dividually. Out of the 7483 tweets pro-
cessed, 1739 were annotated as aggressive,

345 as racist and 350 as misogynistic, leav-
ing the rest annotated as safe. The dataset
was divided into three splits, namely, train-
ing, validation and test, in a ratio of 60-20-
20. This separation is necessary as two hy-
perparameter tuning stages are conducted.
The statistics of the dataset are depicted
in Table 1. It is noticeable that the num-
ber of aggressive tweets is quite higher than
the rest and this causes a strong imbalance
in the labels that will condition the mod-
els evaluation process. The dataset is avail-
able at https://pln.inf.um.es/corpora/
hate-speech/hate-football-2023.zip

Label Train Val Test Total

aggressive 1042 347 350 1739
misogyny 209 69 72 350
racist 206 69 70 345
safe 3355 1118 1119 5592

Total 4812 1603 1611 8026

Table 1: Dataset statistics.

Table 2 includes some examples of the
dataset. As it can be observed, some of the
documents are marked with more than one
label, indicating that the same tweet can be,
at the same time, aggressive, misogynistic,
and racist. Note that the Safe (S) label is not
necessary, as one tweet that does not contain
any of the hate-speech traits can be consid-
ered safe. However, we decided to include
this label explicitly on the dataset for the
sake of clarity.

4 System architecture

For evaluating the different feature sets, the
system depicted in Figure 1 was developed.
In short, the pipeline can be described as fol-
lows. First, a data-cleaning stage takes place
over the dataset to produce different versions
of the texts that are used to extract differ-
ent feature sets. Second, a two-fold feature
extraction process is applied. On the one
hand, we extract LFs using UMUTextStats
(Garćıa-Dı́az et al., 2022) and, on the other,
sentence embeddings from nine LLMs. The
third stage is the training of several deep
learning classifiers. We trained a model for
each feature set separately plus two strate-
gies for combining all the feature sets. The
first strategy is based on Knowledge Integra-
tion (KI), which consists in training a new



Tweet A R M S

No deseo que ganes nada, pero de madridista a madridista que te vaya bien
y no te lesiones

- - -

EXISTE ALGO PEOR QUE SER MUJER Y ENCIMA SER NEGRA??? -
Este finde 3 al paleti pa debutar y el próximo clásico voltereta y a mamar - - -
Sois una puta lacra! Qué asco dais a todo aquel que no es ultra madridista - - -
El PSG está FRACASANDO ESTREPITOSAMENTE aun con Messi - - -
Hoy Kiko la ha cogido con el negro senegalés diakhaby - - -
Diakhaby es igual de malo que negro es, y es negro negro el cabron. - -
Creo que las palabras mujer y fútbol no pueden estar en la misma frase - - -
Que posibilidad hay q un negro como villa.. sin ser jugador de fútbol pueda
estar con una mujer asi?

- - -

Ojalá que el narizón de scaloni no se esté refiriendo al pecho Frionel Messi - - -

Table 2: Examples of the multi-label annotated corpus for the Aggressive (A), Racism (R),
Misogyny (M), and Safe (S) labels.

multi-input neural network with all the fea-
ture sets. The second strategy is Ensemble
Learning (EL), which combines the outputs
and predictions of the models trained using
only one feature set. Finally, we evaluate the
performance of each classifier using the test
split and the macro F1-score.

4.1 Data-cleaning

We conduct a data-cleaning stage in which
acronyms are expanded, elongations and dig-
its are removed along with hyperlinks, hash-
tags, quotations, and other punctuation sym-
bols. Both the original and the cleaned ver-
sion of the dataset are employed to extract
the LFs as some categories, such as the ones
related to correction and style, require the
use of the original text. For the LLMs, how-
ever, only the original version of the texts is
used, as each LLM has its own tokenizer and
can contain special rules for Out of Vocabu-
lary (OoV) words.

4.2 Feature extraction

The next stage in our pipeline is the feature
extraction phase. Two families of features are
considered: LFs, obtained with the UMU-
TextStat tool, and sentence embeddings, ob-
tained for each of the LLMs.

UMUTextStats (Garćıa-Dı́az et al., 2022)
is a tool for extracting LFs, similar to LIWC
(Tausczik and Pennebaker, 2010) but de-
signed from scratch for Spanish. UMU-
TextStats considers a total of 364 LFs
grouped in the following categories: i) pho-
netics, ii) psycho-linguistic processes, iii)
morphosyntax, iv) stylometry, v) correction

and style, vi) register, vii) semantics, viii)
lexis, ix) pragmatics, and x) social media.
Used in isolation, the performance of the LFs
is more limited than the obtained with LLMs.
However, LFs have two main advantages. On
the one hand, they are interpretable, as it
is possible to correlate the features with the
target labels. On the other hand, LFs can
be combined with other feature sets, such as
the ones obtained with LLMs, improving the
overall performance.

For extracting the features related to the
LLMs, we proceeded as follows. We fine-
tuned each LLM and then obtained the sen-
tence embeddings of the dataset from the
classification token, in a similar fashion as
described at (Reimers and Gurevych, 2019).

In this research, a large variety of LLMs
have been evaluated. Three of them are
trained only with Spanish documents and
four models are multilingual. Besides, two
lightweight models are included, as we want
to measure the performance drop between
the regular and the lightweight models. Next,
some relevant details about each model are
provided.

• MarIA (Gutiérrez-Fandiño et al.,
2022). It is a Spanish LLM based on
the RoBERTa architecture. Therefore,
it is a Masked Language Model (MLM),
as it was trained with the objective of
predicting a word that is hidden in a
sentence. The dataset employed for pre-
training MarIA was crawled from the
National Library of Spain (Biblioteca
Nacional de España) and contains 570
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Figure 1: System architecture.

GB of data. MarIA uses the Byte-Pair
Encoding (BPE) tokenizer.

• BERTIN (de la Rosa et al., 2022). It is
a Spanish LLM and, similar to MarIA,
is based on the RoBERTa architecture.
However, BERTIN was trained using the
Spanish split of the mC4 dataset (Xue et
al., 2021).

• BETO (Cañete et al., 2020). It is a
Spanish LLM trained on a large Spanish
corpus. BETO is based on the BERT
architecture. In fact, it has a similar
size but BETO was trained as a MLM.
BETO uses the BPE tokenizer, with
a size of 31k tokens. BETO has two
lightweight versions. One is AlBETO,
which is based on the ALBERT archi-
tecture, and the other is DistilBETO,
based on distillation. Both models are
described in (Cañete et al., 2022).

• Multilingual BERT (mBERT) (De-
vlin et al., 2019). It is the mul-
tilingual version of BERT, trained in
a self-supervised way with a total of
104 different languages with the largest
Wikipedia. Apart from MLM, mBERT
was also trained using Next Sentence
Prediction (NSP).

• XLM (Conneau et al., 2020). It
is a multilingual LLM based on the
RoBERTa architecture. XLM was
trained with more than 2 terabytes of
texts from CommonCrawl with around
100 different languages.

• TwHIN-BERT (Zhang et al., 2022).
It is a multilingual LLM trained with
around 7 billion tweets written in 100
different languages. The training objec-
tive of TwHIN-BERT includes a social
objective based on the rich social engage-
ments within a Twitter Heterogeneous
Information Network. In this work, we
have used the base model of TwHIN,
with 280M parameters.

• Multilingual DeBERTa (mDe-
BERTa) (He, Gao, and Chen, 2021).
Currently, DeBERTa is in its 3rd ver-
sion. It is a multilingual LLM that
uses disentangled attention and a novel
mask decoder. This LLM is trained
with multilingual data from the CC100
dataset. It has 86M parameters with
a vocabulary containing 250K tokens,
which introduces 190M parameters in
the embedding layer.

As some of the classifiers evaluated are
based on the combination of the features, a
representation of the LLMs that can be eas-
ily combined with the LF is required. In this
sense, we decided to obtain the sentence em-
beddings; that is, every document in the cor-
pus is encoded as vector for representing each
document in the corpus. This representation
can be combined with the fixed-size represen-
tation of the LFs.

Before obtaining the sentence embed-
dings, we conducted an hyperparameter op-
timization stage for each LLM separately.



The evaluated parameters include the learn-
ing rate (lr), the number of epoch, the batch
size, the warm up steps and the weight de-
cay. The results of this process are depicted
in Table 3. It can be observed that the num-
ber of epochs varies depending on the LLM
but, in general, is always larger or equal to 3.
Concerning the batch size, most of the mod-
els benefit from small sizes, except BETO
and mBERT. The warm-up steps, that mod-
ify the learning rate, is 1000 (the maximum
evaluated) only for XLM and 500 for TwHIN.
The rest of the LLMs, however, achieve bet-
ter performance with smaller or no warm-up
steps. Finally, for the weight decay, the val-
ues differ in the group of Spanish LLMs and
in the group of multilingual LLMs, but are
kept similar in the group of lightweight mod-
els.

After the hyperparameter tuning of the
LLMs, the sentence embeddings for each doc-
ument in the dataset was obtained from
the classification token, in a similar fashion
as Sentence BERT (Reimers and Gurevych,
2019) does.

4.3 Model training

The next step in our pipeline is the train-
ing of different classifiers. Three different ap-
proaches have been explored. First, classi-
fiers trained using one feature set only: nine
classifiers for each LLM and one classifier for
the LFs. Second, a unique classifier combin-
ing all the feature sets using KI. This ap-
proach consists in training from scratch a new
classifier that is multi-input. In deep layers
of this model, the different neurons of each
LLM are combined to produce the final clas-
sification probabilities. The main strength of
KI is that it can learn when two or more fea-
ture sets produce high-order features. The
last approach considered is based on EL. A
total of four EL strategies have been eval-
uated. The first one is based on the mode
of the predictions (MODE), the second one
is based on averaging the probabilities out-
put for each model (MEAN), the third one
is based on obtaining the model that out-
puts the highest probability (HIGHEST) for
each document, and the final strategy con-
sists in a weighted mode (WEIGHTED), in
which the importance of each model is mea-
sured in terms of the performance using the
validation split.

For each deep learning classifier, except

the ones based on EL, we conducted an hy-
perparameter optimization stage. For this,
we evaluated the shape of the neural network
layer. This shape is made up of a number of
hidden layers, a number of neurons per layer,
and how the neurons are arranged in differ-
ent hidden layers. For the neural networks
that have one or two hidden layers, all lay-
ers have the same number of neurons (brick
shape). However, for deep neural networks
other forms are also evaluated, such as fun-
nel shape or triangle, in which the number
of neurons is reduced as the network gets
deeper. A dropout mechanism is also eval-
uated in ratios of .1, .2, and .3, along with
different learning rates, batch sizes, and ac-
tivation functions between the layers of the
network.

The results of the hyperparameter tuning
stage are shown in Table 4. It can be noted
that most of the best neural networks are
shallow neural networks, i.e., neural networks
with only one or two hidden layers. This is
the case of LF, in which the best model is
obtained with a very simple neural network
with a strong dropout mechanism. From the
LLMs, it can be observed that all the mul-
tilingual LLMs, except XLM, require large
number of neurons. XLM, however, achieved
its best results with fewer neurons but larger
number of hidden layers. In case of KI, the
best results are obtained with only two hid-
den layers with 95 neurons in each layer,
arranged in a brick shape. Regarding the
dropout mechanism, all models benefit from
using it but with different degrees, being LF,
mBERT, TWHin, and ALBETO the models
with higher dropout size.

5 Results and discussion

In this section, the results obtained for each
classifier are compared and discussed. This
comparison is made based on the macro-
weighted F1-score, as the labels in the
dataset are unbalanced. Precision and recall
are also included for further analysis.

The results of the LFs and each individ-
ual LLM are depicted in Table 5 along with
the results of combining all the classification
models using both KI and EL. First, it is
possible to observe that the performance of
LF is acceptable, both in terms of precision
and recall, but is quite limited as compared
to the results achieved by the LLMs. In
fact, the average macro F1-score of the nine



LLM lr epochs batch size warmup steps weight decay

MarIA 2.9e-05 4 8 0 0.1
BETO 4.3e-05 3 16 250 0.062
BERTIN 2.7e-05 5 8 250 0.13

mBERT 4.2e-05 5 16 250 0.26
mDeBERTa 3e-05 3 8 0 0.081
TwHIN 3.4e-05 4 8 500 0.29
XLM 3.5e-05 3 8 1000 0.24

AlBETO 2.4e-05 5 8 250 0.2
DilstilBETO 4.8e-05 3 8 0 0.19

Table 3: Hyperparameter tuning of the LLMs. A total of nine models were evaluated. The
LLMs are organized as focused on Spanish (MarIA, BETO and BERTIN), multilingual (mBERT,
mDeBERTa, TwHIN, and XLM) and lightweight (ALBETO and DistilBETO).

Model shape layers neurons dropout lr batch size activation

LF brick 1 16 0.3 0.01 256 linear

BETO funnel 5 37 0.2 0.01 256 selu
MarIA brick 2 256 0.1 0.001 512 relu
BERTIN brick 2 37 0.1 0.001 512 linear
mBERT funnel 4 256 0.3 0.001 256 selu
mDeBERTa brick 2 512 0.2 0.001 512 tanh
TwHIN brick 2 512 0.3 0.01 256 linear
XML funnel 5 37 0.2 0.01 256 selu
ALBETO brick 2 48 0.3 0.01 128 sigmoid
DistilBETO brick 2 64 0.1 0.01 256 linear

KI brick 2 95 0.2 0.01 128 relu

Table 4: Hyperparameter optimization stage for the models trained with Keras. The results
are grouped by the Linguistic Features (FL), the sentence embeddings for each LLM, and the
Knowledge Integration (KI) strategy.

LLMs is 86.26%, with a standard deviation of
1.58. This constitutes an improvement over
the performance of the LF of 13.79%. Out
of the LLMs taken separately, MarIA is the
one that achieves a better performance with
a macro F1-score of 87.690%. Nonetheless,
BETO and its lightweight version based on
ALBERT (ALBETO) achieve a quite simi-
lar performance (87.240% and 87.440%, re-
spectively). This is interesting since AL-
BETO and DistilBETO can provide faster
inferences, being more suitable to real-time
environments. It can also be noted that
the performance of Spanish LLMs is, in gen-
eral terms, superior to the multilingual mod-
els. However, the case of TwHIN must be
highlighted as it outperformed BETO and
BERTIN. We hypothesize that this model
benefits from the fact that it has been trained
with tweets, the same data source as the one

used in our dataset.
Focusing on the results of the combined

models, KI is the model that achieved the
best overall performance, with a macro F1-
score of 88.713%. This fact suggests that
the integration of LLMs and LFs is benefi-
cial for Spanish hate-speech detection in foot-
ball. However, this model is not the one that
achieved the best precision nor recall. The
results of the EL are more limited than KI in
terms of macro F1-score, but the EL based
on highest probability achieved almost a per-
fect recall (98.287%) but with a very limited
precision, and the EL based on the mode
achieves the best precision (90.257%).

Next, an error analysis of the best model
(KI) was conducted. We analyzed the re-
sults per label. First, regarding aggressive
documents our model identified as aggressive
some tweets that does not use aggressive lan-



(MOR) nouns-topics-colors

(LEX) social-female

(LEX) social-family

(REG) speech-colloquialisms
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(REG) offensive-speech

(PSY) processess-negative-
general

(SOC) hashtags

(PSY) process-negative

0% 25% 50% 75% 100%

aggressive misogyny racist safe

Figure 2: Information gain of the LFs grouped by label.

guage but that contain expressions concern-
ing woman. There are also wrong classifi-
cations in tweets containing insults to some
players indicating that they are stupid or call-
ing them ‘big heads’. Second, with respect to
misogyny, we found out several misogynistic

Model Precision Recall F1-score

LF 73.490 71.650 72.478

BETO 89.264 85.449 87.240
MarIA 87.027 88.462 87.690
BERTIN 85.016 87.437 86.173
mBERT 84.544 85.189 84.842
mDeBERTA 86.919 85.589 86.206
TwHIN 86.522 88.498 87.465
XLM 81.937 83.309 82.468
AlBETO 85.363 89.715 87.440
DistilBETO 86.391 87.348 86.859

KI 88.555 88.923 88.713

HIGHEST 67.523 98.287 79.690
MEAN 88.822 88.039 88.420
MODE 90.257 87.250 88.710
W. MODE 89.200 88.039 88.606

Table 5: Classification report with the test
split comparing the linguistic features, each
LLM separately, and all features combined
using Knowledge Integration (KI) and the
four strategies evaluated for ensemble learn-
ing.

texts associated to the belief that a person
cannot know about football just for being a
woman. For example, in one of the samples
a Twitter user is against having a woman
presiding over German soccer. Third, con-
cerning racism, we identified false-positives in
which the word negro appears together with
the name of African players. However, in
such false-positive cases the term negro was
not directed at the players but to other el-
ements in the context. For example, some
tweets in the dataset contain expressions such
as futuro negro, which alludes to bad expecta-
tions; the idiom ver todo negro, which refers
to a pessimistic point of view; or the idiom
ponerse ciego de rabia, which means to get
extraordinarily angry. These misclassifica-
tions suggest that the attention mechanisms
of the LLMs are not capable to understand
the meaning of certain figurative expressions.

To evaluate the interpretability of the re-
sults, we calculated the Information Gain
(IG) of the LFs correlated with each label
(see Figure 2). Features concerning with
morphological and lexis categories are the
most relevant. For example, topics related to
colors are the most discriminatory features
for the racist label. This fact suggests that
expressions that refer to skin color are abun-
dant. However, topics related to locations or
toponymics are less relevant, which suggests
that racist messages do not include specific



countries or cities. Another relevant feature
concerning racism is the usage of colloqui-
alisms, proper from informal speech. There
are also relevant topics related to the percep-
tual sense of sight. This is because there are
several expressions in Spanish that are used
in rhetoric such as for example Do you see
what I’m telling you?. We also found several
features concerning misogyny, including the
usage of lexis related to social female groups
and family, such as mothers, sisters or grand-
mothers. It is also relevant for misogyny and
racism detection the usage of proper nouns.
This fact suggests that a relevant portion of
hate-speech is directed towards specific peo-
ple. Finally, concerning aggressive speech, we
found a strong correlation with offensive ex-
pressions and negative psycho-linguistic pro-
cesses. A significant correlation also exists
between aggressiveness and the use of hash-
tags. This latest finding suggests that people
get more aggressive and belligerent when dis-
cussing certain topics. Hashtags in Twitter
are often used to draw attention to a certain
topic and get other people to join the discus-
sion.

6 Conclusions and future work

The focus of this work is on detecting hate
speech in tweets written in Spanish and asso-
ciated to the practice of a sport such as foot-
ball. We have performed an in-depth com-
parison among different LLMs that can un-
derstand Spanish both separated and in com-
bination with LFs using different strategies.
For this, we have compiled a novel Spanish
multi-label corpus focused on hate-speech in
football. This corpus has been manually an-
notated to identify aggressive, misogynistic
and racist comments in social networks. The
results of our experiments suggest that the
combination of all LLMs along with LFs is
beneficial in terms of both performance and
the interpretability of the results. Specifi-
cally, the best classification model is the one
combining all individual features (both LFs
and the nine LLMs) by means of the KI
strategy, which achieved a macro F1-score of
88.713%.

In general, the results obtained by all
LLMs are promising but there is plenty of
room for improvement. As for future work,
we plan to expand the dataset, with the
objective of allowing the classifiers to learn
more features concerned with aggressiveness,

racism or misogyny by exploring and get-
ting trained on a larger set of samples. In
this line, we aim to include more docu-
ments for each label expanding the number
of queries for each hate-speech trait. We con-
sider that some of the queries employed were
quite restrictive, which has enabled the evalu-
ated classifiers to achieve a high performance.
Moreover, as long as more datasets concern-
ing hate-speech in football in Spanish are re-
leased, we need to test these models to ob-
serve how they perform with unseen data in
order to identify some potential bias in the
dataset. On the other hand, we will improve
our pipeline by switching the hyperparame-
ter tuning stage by a nested cross validation,
in order to reduce the bias caused by the val-
idation split. Finally, concerning the inter-
pretability of the models, an important limi-
tation of our approach is that it is model ag-
nostic, that is, it does not consider the model
but only the correlation between the LFs and
the labels. To overcome this limitation, we
plan to analyze the results of each model us-
ing the SHAP and LIME tools (Mosca et al.,
2022).
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M. Pàmies, J. Llop-Palao, J. Silveira-
Ocampo, C. P. Carrino, C. Armentano-
Oller, C. R. Penagos, A. Gonzalez-Agirre,
and M. Villegas. 2022. MarIA: Spanish
language models. Proces. del Leng. Natu-
ral, 68:39–60.

He, P., J. Gao, and W. Chen. 2021.
DeBERTaV3: Improving DeBERTa us-
ing ELECTRA-style pre-training with



gradient-disentangled embedding sharing.
CoRR, abs/2111.09543.

Husain, F. and O. Uzuner. 2022. Investigat-
ing the effect of preprocessing arabic text
on offensive language and hate speech de-
tection. ACM Trans. Asian Low-Resour.
Lang. Inf. Process., 21(4), jan.

Mansur, Z., N. Omar, and S. Tiun. 2023.
Twitter hate speech detection: A system-
atic review of methods, taxonomy analy-
sis, challenges, and opportunities. IEEE
Access, 11:16226–16249.

Mathew, B., R. Dutt, P. Goyal, and
A. Mukherjee. 2019. Spread of hate
speech in online social media. In Proceed-
ings of the 10th ACM Conference on Web
Science, WebSci ’19, page 173–182, New
York, NY, USA. Association for Comput-
ing Machinery.

Mehta, H. and K. Passi. 2022. Social media
hate speech detection using explainable
artificial intelligence (XAI). Algorithms,
15(8):291.

Min, B., H. Ross, E. Sulem, A. P. B. Vey-
seh, T. H. Nguyen, O. Sainz, E. Agirre,
I. Heintz, and D. Roth. 2021. Recent ad-
vances in natural language processing via
large pre-trained language models: A sur-
vey. CoRR, abs/2111.01243.

Mosca, E., F. Szigeti, S. Tragianni, D. Gal-
lagher, and G. Groh. 2022. Shap-
based explanation methods: A review
for NLP interpretability. In N. Calzo-
lari, C. Huang, H. Kim, J. Pustejovsky,
L. Wanner, K. Choi, P. Ryu, H. Chen,
L. Donatelli, H. Ji, S. Kurohashi, P. Pag-
gio, N. Xue, S. Kim, Y. Hahm, Z. He,
T. K. Lee, E. Santus, F. Bond, and S. Na,
editors, Proceedings of the 29th Interna-
tional Conference on Computational Lin-
guistics, COLING 2022, Gyeongju, Re-
public of Korea, October 12-17, 2022,
pages 4593–4603. International Commit-
tee on Computational Linguistics.

Mozafari, M., R. Farahbakhsh, and
N. Crespi. 2022. Cross-lingual few-
shot hate speech and offensive language
detection using meta learning. IEEE
Access, 10:14880–14896.

Oliveira, L. and J. Azevedo. 2022. Using so-
cial media categorical reactions as a gate-

way to identify hate speech in covid-19
news. SN Computer Science, 4(1):11, Oct.

Omar, M., S. Choi, D. Nyang, and D. Mo-
haisen. 2022. Robust natural language
processing: Recent advances, challenges,
and future directions. IEEE Access,
10:86038–86056.

Paz, M. A., J. Montero-Dı́az, and A. Moreno-
Delgado. 2020. Hate speech: A
systematized review. SAGE Open,
10(4):2158244020973022.

Plaza del Arco, F. M., M. D. Molina-
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