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Abstract: Text is by far the most ubiquitous source of knowledge and information
and should be made easily accessible to as many people as possible; however, texts
often contain complex words that hinder reading comprehension and accessibility.
Therefore, suggesting simpler alternatives for complex words without compromising
meaning would help convey the information to a broader audience. This paper
proposes mTLS, a multilingual controllable Transformer-based Lexical Simplification
(LS) system fined-tuned with the T5 model. The novelty of this work lies in the
use of language-specific prefixes, control tokens, and candidates extracted from pre-
trained masked language models to learn simpler alternatives for complex words.
The evaluation results on three well-known LS datasets – LexMTurk, BenchLS, and
NNSEval – show that our model outperforms the previous state-of-the-art models
like LSBert and ConLS. Moreover, further evaluation of our approach on the part
of the recent TSAR-2022 multilingual LS shared-task dataset shows that our model
performs competitively when compared with the participating systems for English
LS and even outperforms the GPT-3 model on several metrics. Moreover, our model
obtains performance gains also for Spanish and Portuguese.
Keywords: Multilingual Lexical Simplification, Controllable Lexical Simplification,
Text Simplification, Multilinguality.

Resumen: Los textos son la fuente más extendida de transferencia de conocimiento
e información y deberían ser accesibles a todos. Sin embargo, los textos pueden
contener palabras difíciles de entender, viéndose limitada su accesibilidad. En con-
secuencia, la substitución de palabras difíciles por alternativas más simples, que por
otro lado no comprometan el sentido original del texto, podría ayudar a hacer la
información más fácil de entender. En este trabajo proponemos el sistema mTLS de
simplificación léxica multilingüe controlable basado en “transformers” multilingües,
del tipo T5. La novedad de nuestro método consiste en combinar prefijos especí-
ficos del idioma, tokens de control y candidatos extraídos de modelos de lenguaje
enmascarados pre-entrenados. Los resultados obtenidos por mTLS en tres conjun-
tos de datos para el inglés, muy conocidos en simplificación léxica – LexMTurk,
BenchLS, and NNSEval – indican que mTLS se comporta mejor que el estado del
arte. Además, una evaluación adicional sobre una parte de los datos de la reciente
evaluación TSAR-2022 (para simplificación léxica en inglés, español, y portugués)
muestra que nuestro modelo supera a todos los sistemas que participaron en la tarea
TSAR-2022 en inglés, incluido un modelo basado en GPT-3. Nuestros resultados
para español y portugués indican que mTLS funciona mejor que todos los resultados
enviados a TSAR-2022.
Palabras clave: Simplificación léxica multilingüe, simplificación de Texto, Simpli-
ficación léxica controlable, multilingüismo.

1 Introduction

Lexical Simplification (LS) is a process of re-
ducing the lexical complexity of a text by
replacing difficult words with simpler sub-

stitutes or expressions while preserving its
original information and meaning (Shardlow,
2014). For example, in Figure 1, the word
“motive” is selected as a complex word, which
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The motive for the killings was not known.
⇓

The reason for the killings was not known.

Figure 1: A lexical simplification example
taken from the TSAR English dataset (Sag-
gion et al., 2022) with the complex word and
the substitute word in bold.

is replaced by the word “reason”. Meanwhile,
simplification can also be carried out at the
syntax level, reducing a text’s syntactic com-
plexity. The task is called Syntactic Simplifi-
cation (SS). Both LS and SS tasks are com-
monly used as sub-tasks of the broader task
of Automatic Text Simplification (Saggion,
2017), which reduces the text’s lexical and
syntactic complexity. LS systems are com-
monly composed of different combinations of
components such as 1) complex word identifi-
cation; 2) substitute generation or extraction;
3) substitute filtering; 4) substitute ranking;
and 5) morphological and contextual adapta-
tion (Paetzold and Specia, 2017).

Previous works on LS have relied on an un-
supervised approach (Biran, Brody, and El-
hadad, 2011; Horn, Manduca, and Kauchak,
2014; Glavaš and Štajner, 2015), and many
other systems are module based (Ferrés, Sag-
gion, and Gómez Guinovart, 2017; Gooding
and Kochmar, 2019; Alarcón, Moreno, and
Martínez, 2021a), which requires a pipeline of
modules to operate, such as substitute gener-
ation, substitution selection, substitution fil-
tering, and substitution ranking. The down-
side of the pipeline approach is that it is
known to propagate errors across modules.

In Sheang, Ferrés, and Saggion (2022), we
proposed an end-to-end controllable LS sys-
tem. However, this model lacks multilingual-
ity; therefore, here we extend that work to
show how it can be ported to other languages
by jointly learning different languages simul-
taneously.

We present the following contributions:

• We improve the English monolingual LS
model and propose a new multilingual
LS model for English, Spanish, and Por-
tuguese1.

• We show the way to fine-tune a multi-
lingual LS model by adding language-

1The source code and data are available at https:
//www.github.com/kimchengsheang/mTLS

specific prefixes, control tokens, and
Masked Language Model (MLM) candi-
dates extracted from BERT-based pre-
trained models.

• We have conducted an extensive analysis
comparing our models with several eval-
uation metrics, which allows us to cap-
ture the strengths and weaknesses of our
approach.

The rest of the paper is organized as fol-
lows: Section 2 presents some related work on
Lexical Simplification. Section 3 explains our
proposed model in detail. Section 4 describes
all the datasets being used, the baselines, the
evaluation metrics, how the data is prepared,
and the experimental setup. Section 5 dis-
cusses the results of the experiments, while
Section 6 concludes the paper.

2 Related Work
Prior works on Lexical Simplification were
mainly based on unsupervised approaches.
De Belder and Moens (2010) used Latent
Words Language Models to reduce text com-
plexity for children. Horn, Manduca, and
Kauchak (2014) proposed a Support Vector
Machines (SVM) model trained on an auto-
matically aligned between normal Wikipedia
and simple Wikipedia text. Glavaš and Šta-
jner (2015) proposed an approach that uti-
lized GloVe embeddings (Pennington, Socher,
and Manning, 2014) for candidate generation
and ranked different features extracted from
language models and word frequency.

Qiang et al. (2020) proposed LSBert, a
LS system that uses Masked Language Model
(MLM) approach to extract candidates from
BERT pre-trained model (Devlin et al., 2019)
and rank them by different features such as
MLM probability, word frequency, language
model, similarity (FastText cosine similarity),
and PPDB data (Ganitkevitch, Van Durme,
and Callison-Burch, 2013).

Martin et al. (2020) was the first to in-
troduce ACCESS, a Controllable Sentence
Simplification system based on a sequence-
to-sequence model, trained with four tokens:
number of characters token, Levenshtein sim-
ilarity token, Word Rank token (the inverse
frequency order from extracted from Fast-
Text), and dependency tree depth. These
four tokens are used to control different as-
pects of the output sentences: 1) sentence
compression, 2) the amount of paraphrasing,
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3) lexical complexity, and 4) syntactical com-
plexity. The approach was later adopted by
Sheang and Saggion (2021) fine-tuned with
T5 (Raffel et al., 2020), Martin et al. (2022)
fine-tuned with BART (Lewis et al., 2020),
and Maddela, Alva-Manchego, and Xu (2021)
fine-tuned larger T5.

In Sheang, Ferrés, and Saggion (2022),
we introduced ConLS, the first controllable
Lexical Simplification system fine-tuned with
T5 using three tokens: Word Length token,
Word Rank token, and Candidate Ranking
token. The three tokens were used to control
different aspects of the generated candidates:
Word Length is often correlated with word
complexity, Word Rank is the frequency or-
der (word complexity is also correlated with
frequency), and Candidate Ranking is for
the model to learn how to rank the gener-
ated candidates through training. The model
was fine-tuned with T5-large on TSAR-EN
dataset (Saggion et al., 2022) and tested on
LexMTurk (Horn, Manduca, and Kauchak,
2014), BenchLS (Paetzold and Specia, 2016),
and NNSeval (Barzilay and Lapata, 2005).

There have been some works on Lexical
Simplification for Spanish, namely, Moreno
et al. (2019) proposed readability and un-
derstandability guidelines, Alarcon, Moreno,
and Martínez (2021b) released the EASIER
dataset, and Alarcón, Moreno, and Martínez
(2021a) explored the use of different word em-
beddings models from complex word identi-
fication, to substitute generation, selection,
and ranking.

In this work, we extend our previous work
of ConLS, addressing multilinguality along
with adding two new control tokens (Word
Syllable and Sentence Similarity) and Masked
Language Model candidates to improve the
model’s performance.

3 Method
Building upon the work of ConLS, we propose
a new multilingual controllable Transformer-
based Lexical Simplification model that inte-
grates language-specific prefixes alongside the
control tokens and masked language model
candidates to leverage the input-level infor-
mation. We adopted the same three tokens
from ConLS (Word Length, Word Rank, and
Candidate Ranking) and integrated two ad-
ditional tokens (Word Syllables and Sentence
Similarity). We fine-tuned our English mono-
lingual model with T5 (Raffel et al., 2020)

and multilingual model with mT5 (Xue et al.,
2021). Figure 2 shows an overview of our mul-
tilingual model where each input is a sentence
with a complex word annotated, and the out-
put is a list of substitutes ranked from the
most relevant and simplest to the least. The
details of the Preprocessor are described in
Section 4.4.

Language-specific Prefixes are embed-
ded into each input so that the model knows
and learns to differentiate the three lan-
guages. We used three prefixes: “simplify en:”
for English, “simplify es:” for Spanish, and
“simplify pt:” for Portuguese. In addition,
these prefixes serve another purpose. Due to
the limited data for Spanish and Portuguese,
training individual models for Spanish and
Portuguese would make the model unable to
generalize well, so to tackle this issue, we
jointly trained the three languages in just one
model. This way, all the weights are learned
and shared between the three languages dur-
ing the training.

Control Tokens The following are the
control tokens that were employed in our
model to control different aspects of the gen-
erated candidates. Word Length, Word Rank
(word frequency), and Word Syllables are
known to be correlated well with word com-
plexity, so we use them to help select sim-
pler candidates. Candidate Ranking is used
to help the model learn how to rank candi-
dates through the training process so that, at
the inference, the model could generate and
sort candidates automatically, whereas Sen-
tence Similarity is intended to help select rel-
evant candidates based on semantic similar-
ity.

• Word Length (WL) is the proportion
of character length between a complex
word and its substitute. It is calculated
by dividing the number of characters in
the substitute by the number of charac-
ters in the complex word.

• Word Rank (WR) is the inverse fre-
quency of the substitute divided by that
of the complex word. The frequency or-
der is extracted from the FastText pre-
trained model for its corresponding lan-
guage. Words in FastText pre-trained
model are sorted by frequency in de-
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Figure 2: Illustration of the mTLS model with three simplification examples from the three
languages.

scending order2.

• Word Syllables (WS) is the ratio of
the number of syllables of the substi-
tute divided by that of the complex
word. It is extracted using PyHyphen li-
brary3. The study of Shardlow, Cooper,
and Zampieri (2020) shows that syllable
count could help predict lexical complex-
ity.

• Candidate Ranking (CR) is the rank-
ing order extracted from gold candidates
in the training set and normalized to the
following values: 1.00 for the first rank,
0.75 for the second rank, 0.5 for the third
rank, 0.25 for the fourth rank, and 0.10
for the rest. For the validation set and
test set, we set the value to 1.00 for each
instance, as we already knew that the
best ranking value is 1.00.

• Sentence Similarity (SS) is the nor-
malized sentence similarity score be-
tween the source and the target sentence.
The target sentence is the source sen-
tence with the complex word replaced
by its substitute. The score is cal-
culated with the cosine similarity be-
tween the embeddings of the two sen-
tences extracted from Sentence-BERT
(Reimers and Gurevych, 2019; Reimers
and Gurevych, 2020). This similarity
score gives us a measure of the rela-
tion between the two sentences. In the
experiments, we used the pre-trained
model called “multi-qa-mpnet-base-dot-
v1”4 because it achieved the best per-
formance on semantic search (tested on

2https://fasttext.cc/docs/en/
crawl-vectors.html

3https://github.com/dr-leo/PyHyphen
4https://www.sbert.net/docs/pretrained_

models.html

6 datasets) and supported different lan-
guages such as English, Spanish, Por-
tuguese, and more.

Masked Language Model (MLM) Can-
didates The candidates are extracted using
the masked language model approach follow-
ing the same style as LSBert candidates gen-
eration. For each input sentence and its com-
plex word, we give the model (e.g., BERT,
RoBERTa) the sentence and the same sen-
tence with the complex word masked. E.g.,

The motive for the killings was not
known. </s> The [MASK] for the
killings was not known.

We then ask the model to predict the [MASK]
token candidates and rank them by the re-
turned probability scores. After that, we se-
lect only the top-10 ranked candidates and
append them to the end of each input. We be-
lieve that adding the MLM candidates to the
input sentence could help the model find and
select better candidates. More details about
how we chose the best pre-trained model for
each dataset are described in Section 4.4.

4 Experiments
In this section, we describe in detail all the
datasets, baselines, evaluation metrics, data
preparation steps, model details, training,
and evaluation procedures.

4.1 Datasets
In our experiments, we used monolingual En-
glish datasets such as LexMTurk (Horn, Man-
duca, and Kauchak, 2014), BenchLS5 (Paet-
zold and Specia, 2016), NNSeval6 (Barzi-
lay and Lapata, 2005), and a multilingual
dataset, TSAR-2022 shared dataset (Saggion

5https://doi.org/10.5281/zenodo.2552393
6https://doi.org/10.5281/zenodo.2552381
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Lang Text Target Ranked Substitutes

EN The motive for the
killings was not known.

motive reason:16, incentive:2, intention:2, aim:1,
cause:1, motive:1, inspiration:1, object:1

ES Estaban en la jurisdic-
ción de Santiago del Es-
tero y en Catamarca.

jurisdicción territorio:5, autoridad:5, zona:3, competen-
cia:2, jurisdicción:1, legislación:1, el terri-
torio:1, poder:1, el poder:1, ubicación:1,
mando:1, atribución:1, territorial:1, ley:1,
resguardo:1

PT Naquele país a ave é
considerada uma praga

praga peste:9, epidemia:5, maldição:3, doença:2,
desgraça:2, tragédia:1, infestação:1

Table 1: Three examples from the TSAR-2022 shared-task dataset. Target is the complex word
that is already annotated in the datasets. The number after the “:” indicates the number of
repetitions suggested by crowd-sourced annotators.

et al., 2022). TSAR-2022 dataset contains
three subsets: TSAR-EN for English, TSAR-
ES for Spanish, and TSAR-PT for Brazilian
Portuguese. Table 1 shows three examples
from the TSAR-2022 dataset, one from each
language, and Table 2 shows some statistics
of the datasets. The average number of to-
kens (Avg #Tokens) shows that, on average,
TSAR-ES has the longest text length, and
TSAR-PT has the shortest text length.

All datasets that are used in the exper-
iments already have complex words anno-
tated, so the complex word identification
module is not needed.

Dataset Lang #Instances
#Tokens

Min Max Avg

TSAR
EN 386 6 83 29.85
ES 381 5 138 35.14
PT 386 3 57 23.12

LexMTurk EN 500 6 78 26.23

BenchLS EN 929 6 100 27.90

NNSEval EN 239 7 78 27.95

Table 2: Some statistics of the datasets.

4.2 Baselines
We compare the proposed models with the
following strong baselines:

LSBert uses Bert Masked Language
Model (MLM) for candidate generation and
ranks them by MLM probability, word fre-
quency, language model, similarity (FastText
cosine similarity), and PPDB database.

ConLS is a controllable LS system fine-
tuned on the T5 model with three control to-

kens. The candidate generation and ranking
are learned through the fine-tuning process.

Systems from the TSAR-2022 shared task:

• CILS (Seneviratne, Daskalaki, and
Suominen, 2022) generates candidates
using language model probability and
similarity score and ranks them by can-
didate generation score and cosine simi-
larity.

• PresiUniv (Whistely, Mathias, and
Poornima, 2022) uses the Masked Lan-
guage Model (MLM) for candidate gen-
eration and ranks them by cosine simi-
larity and filters using the part-of-speech
check.

• UoM&MMU (Vásquez-Rodríguez et
al., 2022) uses a Language Model with
prompts for candidate generation and
ranks them by fine-tuning the Bert-based
model as a classifier.

• PolyU-CBS (Chersoni and Hsu, 2022)
generates candidates using MLM and
ranks them by MLM probability, GPT-
2 probability, sentence probability, and
cosine similarity.

• CENTAL (Wilkens et al., 2022) gen-
erate candidates using MLM and ranks
them by word frequency and a binary
classifier.

• teamPN (Nikita and Rajpoot, 2022)
generates candidates using MLM, Verb-
Net, PPDB database, and Knowledge
Graph and ranks them by MLM prob-
ability.
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• MANTIS (Li et al., 2022) generates
candidates using MLM and ranks them
by MLM probability, word frequency,
and cosine similarity.

• UniHD (Aumiller and Gertz, 2022) uses
prompts with GPT-3 (few-shot learning)
for candidate generation and ranks them
by aggregating the results.

• RCML (Aleksandrova and Brochu Du-
four, 2022) generates candidates using
lexical substitution and ranks them by
part of speech, BERTScore, and SVM
classifier.

• GMU-WLV (North et al., 2022) gen-
erates candidates using MLM and ranks
them by MLM probability and word fre-
quency.

• TSAR-LSBert is a modified version of
the original LSBert to support Spanish
and Portuguese and produce more can-
didates.

• TSAR-TUNER is an adaptive ver-
sion of the TUNER system (a rule-
based system) (Ferrés, Saggion, and
Gómez Guinovart, 2017) for the TSAR-
2022 shared task.

4.3 Evaluation Metrics
We adopted the same evaluation metrics used
in TSAR-2022 shared task (Saggion et al.,
2022). The metrics used are as follows:

• Accuracy@1 (ACC@1): the percentage
of instances with the top-ranked candi-
date in the gold candidates.

• Accuracy@N@Top1
(ACC@N@Top1): The percentage
of instances where at least one of the
top N predicted candidates match the
most suggested gold candidates.

• Potential@K: the percentage of in-
stances where at least one of the top K
predicted candidates are present in the
gold candidates.

• Mean Average Precision@K
(MAP@K): the metric measures the
relevance and ranking of the top K
predicted candidates.

To measure different aspects of the sys-
tem’s performance, we measured the results
for different numbers of N and K candidates

where N ∈ {1, 2, 3} and K ∈ {3, 5, 10}.
ACC@1, MAP@1, and Potential@1 give the
same results as per their definitions, so we
report all of them as ACC@1 in the final re-
sults.

4.4 Preprocessing
For each instance in the training set, there is a
sentence, a complex word, and a list of ranked
gold candidates. Thus, we compute the token
values between the complex word and each
candidate (we used all the candidates), which
means if there are 9 candidates, there will be
9 training examples created.

Figure 3 shows the preprocessing steps of
an English sentence taken from the TSAR-
EN dataset. The sentence contains the com-
plex word "motive" and 9 ranked gold candi-
dates; therefore, 9 training examples will be
created. For each candidate and the complex
word, we compute the tokens value, extract
MLM candidates, and put all the values in the
following format. Language prefix + Control
Tokens + the input sentence with the com-
plex word embedded in between [T] and [/T]
+ </s> + complex word + MLM candidates.

For Spanish and Portuguese datasets, we
follow the same process and change the prefix
to “simplify es:” for Spanish and “simplify pt:”
for Portuguese.

For the validation set, we follow the
same format as the training set, except all
the token values are set with the values
of 1.00. E.g., <CR_1.00> <WL_1.00>
<WR_1.00> <WS_1.00> <SS_1.00>. We
used these default values so that we could val-
idate the model during the fine-tuning pro-
cess and save the best model for evaluation.

To choose the best pre-trained models for
MLM candidates extraction, we ran a series
of experiments on some of the most popular
BERT-based pre-trained models (the popu-
larity is based on the number of downloads
available on Huggingface website7). We com-
pared them using the Potential metric since
this metric measures the presence of the pre-
dicted candidates, which are matched with
the gold candidates. For each model and
each instance of a dataset, we extracted the
top 10 candidates and computed the Poten-
tial. Table 7 in the Appendix reports the
results of the TSAR dataset, and Table 8
in the Appendix shows the results of the
LexMTurk, BenchLS, and NNSeval dataset.

7https://huggingface.co/models
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Figure 3: Preprocessing steps of an English training example. For Spanish and Portuguese, the
process follows the same procedures.

We did the experiments on the top 5, 10,
15, 20, 30, 40, and 50 candidates, and we
found that the top 10 candidates worked the
best in all of our experiments. So, these
are the selected models that produce the
best score in each dataset: “roberta-base” for
TSAR-EN, “PlanTL-GOB-ES/roberta-base-
bne” for TSAR-ES, “neuralmind/bert-large-
portuguese-cased” for TSAR-PT, “bert-large-
cased” for LexMTurk and BenchLS, and
“bert-base-uncased” for NNSeval.

4.5 Model Details
In our experiments, we fine-tuned four dif-
ferent models: TLS-1, TLS-2, TLS-3, and
mTLS. Each model was fine-tuned with the
language prefix, control tokens, and MLM
candidates, except for the TLS-3 model,
which was without the MLM candidates.

The following are the details of each
model:

• TLS-1 is an English monolingual based
on T5-large. It was fine-tuned and val-
idated with the TSAR-EN dataset (we
split the dataset to 80% train, 20% vali-
dation) and then tested with LexMTurk,
BenchLS, and NNSeval. This model is
intended to compare with LSBert and
ConLS.

• TLS-2 is an English monolingual based
on T5-large. It was fine-tuned, validated,
and tested on the same dataset (TSAR-
EN). The dataset was split into a 70%
train, a 15% validation, and a 15% test.

• TLS-3 (without MLM candidates) is an
English monolingual based on T5-large.

It was fine-tuned, validated, and tested
on the TSAR-EN dataset. The dataset
was split into a 70% train, a 15% valida-
tion, and a 15% test.

• mTLS is a multilingual based on mT5-
large. It was fine-tuned, validated,
and tested with the whole TSAR-2022
dataset (TSAR-EN, TSAR-ES, TSAR-
PT). We split the dataset of each lan-
guage into a 70% train, a 15% valida-
tion, and a 15% test. We then prepro-
cessed, randomized, and combined the
data of all languages into one training
and one validation sets. During the fine-
tuning process, the model is randomly
fed with parallel data (the source and
target data created by the preprocess-
ing steps as shown in Figure 3) from the
three languages, allowing the model to
learn and share all the weights.

• The model TLS-2, TLS-3, and mTLS
are intended to compare with the mod-
els from the TSAR-2022 shared task. In
order to have a fair comparison between
our model and the shared-task models,
we only compared the results of the same
15% test sets.

We implemented our approach using Hug-
gingface Transformers library8 and Pytorch-
lightning9. Then we fine-tuned each model
on an NVidia RTX 3090 GPU with a batch
size of 4 (except mTLS, the batch size was
set to 1 due to out-of-memory issues), gra-

8https://huggingface.co
9https://lightning.ai
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dient accumulation steps of 4, max sequence
length of 210 (it was based on the number of
tokens/wordpiece from all datasets), learning
rate of 1e-5, weight decay of 0.1, adam ep-
silon of 1e-8. We fine-tuned it for 30 epochs,
and if the model did not improve for four
epochs, we saved the best model based on
the highest validation score ACC@1@Top1
and stopped the fine-tuning process. All of
our models took less than 15 epochs to con-
verge. We used a Python library called Op-
tuna (Akiba et al., 2019) to perform hyper-
parameters search on T5-small and T5-base
to speed up the process and then employed
the same hyperparameters in the final larger
models like T5-large and mT5-large. For the
generation, we used beam search and set it
to 15 to generate 15 candidates so that it is
left with around 10 candidates after some fil-
tering (duplicate or the candidate the same as
the complex word). In addition, in our exper-
iments, the performance of the models based
on T5-small and T5-base performed lower
than the model based on T5-large in all met-
rics. The same with the multilingual models
mT5-small, mT5-base, and mT5-large, so for
that reason, we only report the results of the
models that are based on T5-large and mT5-
large.

4.6 At Inference
For each model, we performed a tokens value
search on the validation set of each corre-
sponding dataset using Optuna (Akiba et al.,
2019) (the same tool used for hyperparame-
ters search). We searched the value of each
token ranging between 0.5 and 2.0 with the
step of 0.05, but we skipped the search for
the Candidate Ranking token as we already
knew the best value of it would be 1.00 to ob-
tain the best candidates. We ran the search
for 200 trials, then selected the top 10 sets
of values that maximized ACC@1@Top1 and
used them for the evaluation of the test set.
For each set of tokens, we kept them fixed for
all instances of the whole test set. Finally, we
report the results of the set that maximized
ACC@1@Top1. Figure 4 shows an example
from the TSAR-EN test set and the simpler
substitutes generated by our TLS-2 model.

5 Results and Discussion
In our experiments, we compared our model
with all the systems submitted to the TSAR-
2022 shared task on the TSAR dataset and

Source: simplify en: <CR_1.00>
<WL_1.25> <WR_1.05> <WS_1.60>
<SS_1.00> #8-8 I want to continue play-
ing at the highest level and win as many
[T] trophies [/T] as possible. </s> tro-
phies : trophies titles trophy competitions
championships tournaments prizes awards
cups medals

Predicted candidates: awards, medals,
prizes, honors, accolades, titles, crowns, re-
wards, achievements, certificates

Figure 4: An example of the input taken from
TSAR-EN test set and the candidates pre-
dicted by TLS-2 model.

the other two state-of-the-art models, LSBert
and ConLS, on LexMTurk, BenchLS, and
NNSeval datasets. We compared all of them
with the same metrics used in the TSAR-2022
shared task, such as ACC@1, ACC@N@Top1,
Potential@1, and MAP@K where N ∈ {1, 2,
3} and K ∈ {3, 5, 10}.

Table 3 presents the results of our
model TLS-1 (a monolingual English model
fine-tuned and validated on the TSAR-EN
dataset) in comparison with LSBert and
ConLS on LexMTurk, BenchLS, and NNSe-
val datasets. Our model achieves better re-
sults in all metrics across the board, and the
results on Potential@K and MAP@K show a
significant improvement.

Table 4 shows the results of our three
models, English monolingual models (TLS-
2, TLS-3), and multilingual model (mTLS),
compared with all the systems from the
TSAR-2022 shared task on the TSAR-EN
dataset. Since all the models from the
shared task are unsupervised approaches,
we only compare the results on the same
15% test set. Our TLS-2 outperforms
all the models in all metrics and per-
forms equally to GPT-3 model (UniHD) on
ACC@1 and ACC@1@Top1, it also performs
significantly better on ACC@{2,3}@Top1
and MAP@{3,5,10} but lower on Poten-
tial@{3,5}.

TLS-2 performs better than TLS-3 in all
metrics except ACC@3@Top1, showing that
adding MLM candidates does improve the
model’s performance.

Our multilingual model (mTLS) performs
better than the previous approaches, except
for UniHD. The fact that the model’s per-
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Dataset System ACC@1
ACC@1 ACC@2 ACC@3 MAP MAP MAP Potential Potential Potential
@Top1 @Top1 @Top1 @3 @5 @10 @3 @5 @10

LexMTurk
LSBert 0.8480 0.4400 0.5480 0.6040 0.5441 0.3901 0.2129 0.9320 0.9500 0.9580
ConLS 0.8060 0.4380 0.5639 0.6540 0.5545 0.4252 0.2759 0.9560 0.9820 0.9960
TLS-1 0.8580 0.4420 0.6040 0.7080 0.6567 0.5367 0.3572 0.9860 1.0000 1.0000

BenchLS
LSBert 0.6759 0.4068 0.5145 0.5737 0.4229 0.2925 0.1574 0.8127 0.8428 0.8547
ConLS 0.6200 0.3799 0.5134 0.5931 0.4137 0.3054 0.1884 0.8127 0.8708 0.9031
TLS-1 0.7255 0.4133 0.5952 0.6749 0.5187 0.4015 0.2539 0.8848 0.9257 0.9612

NNSeval
LSBert 0.4476 0.2803 0.3849 0.4393 0.2784 0.1997 0.1073 0.6485 0.7155 0.7448
ConLS 0.4100 0.2677 0.3430 0.4518 0.2731 0.203 0.1253 0.6109 0.6987 0.7908
TLS-1 0.5313 0.3263 0.4644 0.5397 0.3486 0.2762 0.1791 0.7824 0.8828 0.9414

Table 3: Results of TLS-1 in comparison with LSBert and ConLS on the Accuracy@1, Accu-
racy@N@Top1, Potential@K, and MAP@K metrics. The best performances are in bold.

Model
ACC
@1

ACC@1
@Top1

ACC@2
@Top1

ACC@3
@Top1

MAP
@3

MAP
@5

MAP
@10

Potential
@3

Potential
@5

Potential
@10

TLS-2 0.8750 0.5536 0.6964 0.6964 0.6379 0.5126 0.3069 0.9643 0.9643 1.0000
TLS-3 0.8393 0.5536 0.6786 0.7500 0.5933 0.4506 0.2842 0.9643 0.9821 0.9821
mTLS 0.6607 0.3929 0.5000 0.6071 0.4871 0.3651 0.2173 0.8571 0.9286 0.9643

UniHD 0.8750 0.5536 0.6429 0.6786 0.5913 0.4055 0.2284 1.0000 1.0000 1.0000
UoM&MMU 0.6964 0.4107 0.5536 0.5714 0.4315 0.3234 0.2020 0.8393 0.8571 0.8929
RCML 0.6071 0.2321 0.4107 0.4821 0.3978 0.3032 0.1959 0.8214 0.9286 0.9464
LSBERT 0.5893 0.2679 0.4821 0.5714 0.4385 0.3136 0.1860 0.8750 0.9107 0.9286
MANTIS 0.5714 0.3036 0.4643 0.5179 0.4613 0.3463 0.2097 0.8393 0.9107 0.9464
GMU-WLV 0.5179 0.2143 0.2500 0.4107 0.3700 0.2936 0.1716 0.7321 0.8393 0.9107
teamPN 0.4821 0.1964 0.3571 0.3750 0.3065 0.2320 0.1160 0.6786 0.8036 0.8036
PresiUniv 0.4643 0.1786 0.2857 0.3214 0.3075 0.2417 0.1396 0.6607 0.7500 0.7857
Cental 0.4464 0.1250 0.2500 0.3393 0.3016 0.2210 0.1385 0.6607 0.7143 0.7857
CILS 0.4107 0.1786 0.2500 0.2679 0.2817 0.2198 0.1378 0.5893 0.6071 0.6250
TUNER 0.3929 0.1607 0.1607 0.1607 0.1865 0.1158 0.0579 0.4643 0.4643 0.4643
PolyU-CBS 0.3571 0.1607 0.2321 0.3036 0.2579 0.1887 0.1118 0.6250 0.7500 0.8214

Table 4: Official results from TSAR-2022 shared task in comparison with our models TSAR-EN
dataset. The best performances are in bold.

Model
ACC
@1

ACC@1
@Top1

ACC@2
@Top1

ACC@3
@Top1

MAP
@3

MAP
@5

MAP
@10

Potential
@3

Potential
@5

Potential
@10

mTLS 0.5357 0.2857 0.3929 0.4821 0.3790 0.2852 0.1685 0.7500 0.8036 0.9107

PolyU-CBS 0.4107 0.2143 0.2143 0.2143 0.2153 0.1479 0.0918 0.5000 0.5536 0.5893
GMU-WLV 0.3929 0.1786 0.2679 0.3036 0.2560 0.1945 0.1167 0.5714 0.6607 0.7321
UoM&MMU 0.3571 0.1964 0.2679 0.3214 0.2391 0.1699 0.0979 0.5714 0.6250 0.7143
PresiUniv 0.3214 0.1964 0.3214 0.3929 0.2361 0.1574 0.0860 0.6429 0.6786 0.7679
LSBERT 0.3036 0.0893 0.1429 0.1786 0.1994 0.1504 0.0910 0.4643 0.6250 0.7500
Cental 0.2679 0.1429 0.1786 0.2143 0.1865 0.1449 0.0851 0.5000 0.5536 0.5714
TUNER 0.1429 0.0714 0.1071 0.1071 0.0843 0.0506 0.0253 0.1964 0.1964 0.1964

Table 5: Official results from TSAR-2022 shared task in comparison with our model on the
TSAR-ES dataset. The best performances are in bold.

formance is notably inferior to its monolin-
gual counterparts could be attributed to the
following facts. First, the use of a multi-
lingual model can reduce performance, as it
contains a lot of irrelevant information from

other languages. Second, the mT5-large pre-
trained model is significantly larger than the
T5-large, with around 1.2 billion parame-
ters compared to 737 million of the T5-large.
Given the large number of parameters that
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Model
ACC
@1

ACC@1
@Top1

ACC@2
@Top1

ACC@3
@Top1

MAP
@3

MAP
@5

MAP
@10

Potential
@3

Potential
@5

Potential
@10

mTLS 0.6607 0.4464 0.5536 0.5714 0.4216 0.2940 0.1842 0.8214 0.9107 0.9464

GMU-WLV 0.4464 0.2143 0.3750 0.4107 0.2579 0.1926 0.1143 0.6429 0.7679 0.8571
PolyU-CBS 0.3571 0.1071 0.1429 0.1607 0.1905 0.1455 0.0847 0.4643 0.5536 0.6071
Cental 0.3214 0.0714 0.1250 0.1964 0.2153 0.1554 0.0910 0.5714 0.6786 0.8214
LSBERT 0.3036 0.1607 0.2321 0.3036 0.1895 0.1364 0.0816 0.5179 0.6250 0.7321
TUNER 0.2321 0.1429 0.1607 0.1607 0.1071 0.0688 0.0344 0.2857 0.2857 0.2857
PresiUniv 0.2321 0.1071 0.1786 0.1964 0.1409 0.0952 0.0532 0.3750 0.4643 0.5179
UoM&MMU 0.1071 0.0357 0.0536 0.0714 0.0704 0.0553 0.0338 0.1964 0.2500 0.2857

Table 6: Official results from TSAR-2022 shared task in comparison with our model on TSAR-PT
dataset. The best performances are in bold.

need to be updated, the mT5-large model re-
quires significantly more data to learn from;
therefore, we could not fine-tune the mT5-
large model individually for Spanish or Por-
tuguese. We had to fine-tune a multilingual
model (mTLS) by randomly feeding the data
from the three languages, allowing the model
to learn and share all the weights.

Table 5 and Table 6 present the results
of our mTLS model in comparison with the
TSAR-2022 official results on TSAR-ES and
TSAR-PT datasets. Our model performs sig-
nificantly better than all the participating
systems in all metrics. However, there were
unofficial results of UniHD that outperformed
our mTLS model on TSAR-ES and TSAR-
PT datasets.

6 Conclusion and Future Work
This paper proposed a new multilingual Con-
trollable Transformer-based Lexical Simplifi-
cation that integrates language-specific pre-
fixes alongside dynamic control tokens and
masked language model candidates to lever-
age the input-level information. This ap-
proach allows us to have the candidate gener-
ation and ranking within one model as well as
multilingual. Moreover, our method enables
the model to learn more effectively on the
complex word and to have finer control over
the generated candidates, leading the model
to outperform all the previous state-of-the-art
models in all datasets, including the GPT-3
model (UniHD) on some metrics.

For future work, we want to explore the
use of large language models (LLMs) like
LLaMA (Touvron et al., 2023) or MPT-
7B10 to perform instruction-based learning
for Text Simplification. Recent work has

10https://www.mosaicml.com/blog/mpt-7b

shown that fine-tuning LLMs with instruc-
tions enables such models to achieve remark-
able zero-shot capabilities on new tasks; this
could have some potential for Text Simplifi-
cation in situations where the training data
is scarce. Moreover, since we only managed
to assess the performance of our multilingual
approach on a part of the TSAR-2022 cor-
pus, we should explore ways to compare our
trainable system with non-trainable ones in a
more realistic setting.

Acknowledgements

We thank the anonymous reviewers for their
constructive comments and suggestions. We
acknowledge partial support from the indi-
vidual project Context-aware Multilingual
Text Simplification (ConMuTeS) PID2019-
109066GB-I00/AEI/10.13039/501100011033
awarded by Ministerio de Ciencia, Innovación
y Universidades (MCIU) and by Agencia
Estatal de Investigación (AEI) of Spain. We
also acknowledge support from the project
MCIN/AEI/10.13039/501100011033 under
the Maria de Maeztu Units of Excellence
Programme (CEX2021-001195-M) and par-
tial support from Departament de Recerca i
Universitats de la Generalitat de Catalunya.

References

Akiba, T., S. Sano, T. Yanase, T. Ohta,
and M. Koyama. 2019. Optuna: A
next-generation hyperparameter optimiza-
tion framework. In A. Teredesai, V. Ku-
mar, Y. Li, R. Rosales, E. Terzi, and
G. Karypis, editors, Proceedings of the
25th ACM SIGKDD International Con-
ference on Knowledge Discovery & Data
Mining, KDD 2019, Anchorage, AK,

Kim Cheng Sheang, Horacio Saggion

118



USA, August 4-8, 2019, pages 2623–2631.
ACM.

Alarcón, R., L. Moreno, and P. Martínez.
2021a. Exploration of Spanish Word Em-
beddings for Lexical Simplification. In
H. Saggion, S. Stajner, D. Ferrés, and
K. C. Sheang, editors, Proceedings of the
First Workshop on Current Trends in Text
Simplification (CTTS 2021) Co-Located
with the 37th Conference of the Spanish
Society for Natural Language Processing
(SEPLN2021), Online (Initially Located
in Málaga, Spain), September 21st, 2021,
volume 2944 of CEUR Workshop Proceed-
ings. CEUR-WS.org.

Alarcon, R., L. Moreno, and P. Martínez.
2021b. Lexical Simplification System to
Improve Web Accessibility. IEEE Access,
9:58755–58767.

Aleksandrova, D. and O. Brochu Dufour.
2022. RCML at TSAR-2022 shared task:
Lexical simplification with modular sub-
stitution candidate ranking. In Pro-
ceedings of the Workshop on Text Sim-
plification, Accessibility, and Readability
(TSAR-2022), pages 259–263, Abu Dhabi,
United Arab Emirates (Virtual). Associa-
tion for Computational Linguistics.

Aumiller, D. and M. Gertz. 2022. UniHD
at TSAR-2022 shared task: Is compute
all we need for lexical simplification? In
Proceedings of the Workshop on Text Sim-
plification, Accessibility, and Readability
(TSAR-2022), pages 251–258, Abu Dhabi,
United Arab Emirates (Virtual). Associa-
tion for Computational Linguistics.

Barzilay, R. and M. Lapata. 2005. Model-
ing local coherence: An entity-based ap-
proach. In Proceedings of the 43rd Annual
Meeting of the Association for Computa-
tional Linguistics (ACL’05), pages 141–
148, Ann Arbor, Michigan. Association for
Computational Linguistics.

Biran, O., S. Brody, and N. Elhadad. 2011.
Putting it simply: a context-aware ap-
proach to lexical simplification. In Pro-
ceedings of the 49th Annual Meeting of
the Association for Computational Lin-
guistics: Human Language Technologies,
pages 496–501, Portland, Oregon, USA,
June. Association for Computational Lin-
guistics.

Chersoni, E. and Y.-Y. Hsu. 2022. PolyU-
CBS at TSAR-2022 shared task: A simple,
rank-based method for complex word sub-
stitution in two steps. In Proceedings of
the Workshop on Text Simplification, Ac-
cessibility, and Readability (TSAR-2022),
pages 225–230, Abu Dhabi, United Arab
Emirates (Virtual). Association for Com-
putational Linguistics.

De Belder, J. and M.-F. Moens. 2010. Text
Simplification for Children. In Prroceed-
ings of the SIGIR Workshop on Accessible
Search Systems, pages 19–26, Genève.

Devlin, J., M.-W. Chang, K. Lee, and
K. Toutanova. 2019. BERT: Pre-training
of deep bidirectional transformers for lan-
guage understanding. In Proceedings of
the 2019 Conference of the North Amer-
ican Chapter of the Association for Com-
putational Linguistics: Human Language
Technologies, Volume 1 (Long and Short
Papers), pages 4171–4186, Minneapolis,
Minnesota. Association for Computational
Linguistics.

Ferrés, D., H. Saggion, and X. Gómez Guino-
vart. 2017. An adaptable lexical sim-
plification architecture for major Ibero-
Romance languages. In Proceedings of
the First Workshop on Building Linguis-
tically Generalizable NLP Systems, pages
40–47, Copenhagen, Denmark. Associa-
tion for Computational Linguistics.

Ganitkevitch, J., B. Van Durme, and
C. Callison-Burch. 2013. PPDB: The
paraphrase database. In Proceedings of the
2013 Conference of the North American
Chapter of the Association for Computa-
tional Linguistics: Human Language Tech-
nologies, pages 758–764, Atlanta, Geor-
gia. Association for Computational Lin-
guistics.

Glavaš, G. and S. Štajner. 2015. Simpli-
fying lexical simplification: Do we need
simplified corpora? In Proceedings of the
53rd Annual Meeting of the Association
for Computational Linguistics and the 7th
International Joint Conference on Natu-
ral Language Processing (Volume 2: Short
Papers), pages 63–68, Beijing, China. As-
sociation for Computational Linguistics.

Gooding, S. and E. Kochmar. 2019. Recur-
sive context-aware lexical simplification.

Multilingual Controllable Transformer-Based Lexical Simplification

119



In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language
Processing and the 9th International Joint
Conference on Natural Language Process-
ing (EMNLP-IJCNLP), pages 4853–4863,
Hong Kong, China. Association for Com-
putational Linguistics.

Horn, C., C. Manduca, and D. Kauchak.
2014. Learning a lexical simplifier using
Wikipedia. In Proceedings of the 52nd An-
nual Meeting of the Association for Com-
putational Linguistics (Volume 2: Short
Papers), pages 458–463, Baltimore, Mary-
land. Association for Computational Lin-
guistics.

Lewis, M., Y. Liu, N. Goyal, M. Ghazvinine-
jad, A. Mohamed, O. Levy, V. Stoyanov,
and L. Zettlemoyer. 2020. BART: De-
noising sequence-to-sequence pre-training
for natural language generation, transla-
tion, and comprehension. In Proceedings
of the 58th Annual Meeting of the Associa-
tion for Computational Linguistics, pages
7871–7880, Online. Association for Com-
putational Linguistics.

Li, X., D. Wiechmann, Y. Qiao, and E. Kerz.
2022. MANTIS at TSAR-2022 shared
task: Improved unsupervised lexical sim-
plification with pretrained encoders. In
Proceedings of the Workshop on Text Sim-
plification, Accessibility, and Readability
(TSAR-2022), pages 243–250, Abu Dhabi,
United Arab Emirates (Virtual). Associa-
tion for Computational Linguistics.

Maddela, M., F. Alva-Manchego, and W. Xu.
2021. Controllable text simplification with
explicit paraphrasing. In Proceedings of
the 2021 Conference of the North Ameri-
can Chapter of the Association for Com-
putational Linguistics: Human Language
Technologies, pages 3536–3553, Online.
Association for Computational Linguis-
tics.

Martin, L., É. de la Clergerie, B. Sagot,
and A. Bordes. 2020. Controllable sen-
tence simplification. In Proceedings of the
Twelfth Language Resources and Evalua-
tion Conference, pages 4689–4698, Mar-
seille, France. European Language Re-
sources Association.

Martin, L., A. Fan, É. de la Clergerie, A. Bor-
des, and B. Sagot. 2022. MUSS: Multilin-
gual unsupervised sentence simplification

by mining paraphrases. In Proceedings
of the Thirteenth Language Resources and
Evaluation Conference, pages 1651–1664,
Marseille, France. European Language Re-
sources Association.

Moreno, L., R. Alarcon, I. Segura-Bedmar,
and P. Martínez. 2019. Lexical simplifica-
tion approach to support the accessibility
guidelines. In Proceedings of the XX Inter-
national Conference on Human Computer
Interaction, pages 1–4, Donostia Gipuzkoa
Spain. ACM.

Nikita, N. and P. Rajpoot. 2022. teamPN
at TSAR-2022 shared task: Lexical sim-
plification using multi-level and modular
approach. In Proceedings of the Workshop
on Text Simplification, Accessibility, and
Readability (TSAR-2022), pages 239–242,
Abu Dhabi, United Arab Emirates (Vir-
tual). Association for Computational Lin-
guistics.

North, K., A. Dmonte, T. Ranasinghe, and
M. Zampieri. 2022. GMU-WLV at TSAR-
2022 shared task: Evaluating lexical sim-
plification models. In Proceedings of
the Workshop on Text Simplification, Ac-
cessibility, and Readability (TSAR-2022),
pages 264–270, Abu Dhabi, United Arab
Emirates (Virtual). Association for Com-
putational Linguistics.

Paetzold and Specia. 2016. BenchLS: A Re-
liable Dataset for Lexical Simplification.
Zenodo.

Paetzold, G. H. and L. Specia. 2017. A
Survey on Lexical Simplification. Journal
of Artificial Intelligence Research, 60:549–
593.

Pennington, J., R. Socher, and C. Manning.
2014. GloVe: Global vectors for word rep-
resentation. In Proceedings of the 2014
Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP), pages
1532–1543, Doha, Qatar. Association for
Computational Linguistics.

Qiang, J., Y. Li, Y. Zhu, Y. Yuan, and
X. Wu. 2020. LSBert: Lexical Simplifica-
tion Based on BERT. IEEE/ACM Trans-
actions on Audio, Speech, and Language
Processing, abs/2006.14939:3064–3076.

Raffel, C., N. Shazeer, A. Roberts, K. Lee,
S. Narang, M. Matena, Y. Zhou, W. Li,
and P. J. Liu. 2020. Exploring the Limits

Kim Cheng Sheang, Horacio Saggion

120



of Transfer Learning with a Unified Text-
to-Text Transformer. Journal of Machine
Learning Research, 21(140):1–67.

Reimers, N. and I. Gurevych. 2019.
Sentence-BERT: Sentence embeddings us-
ing Siamese BERT-networks. In Proceed-
ings of the 2019 Conference on Empir-
ical Methods in Natural Language Pro-
cessing and the 9th International Joint
Conference on Natural Language Process-
ing (EMNLP-IJCNLP), pages 3982–3992,
Hong Kong, China. Association for Com-
putational Linguistics.

Reimers, N. and I. Gurevych. 2020. Mak-
ing monolingual sentence embeddings mul-
tilingual using knowledge distillation. In
Proceedings of the 2020 Conference on
Empirical Methods in Natural Language
Processing. Association for Computational
Linguistics, 11.

Saggion, H. 2017. Automatic Text Simplifi-
cation, volume 10 of Synthesis Lectures on
Human Language Technologies. Morgan &
Claypool Publishers.

Saggion, H., S. Štajner, D. Ferrés, K. C.
Sheang, M. Shardlow, K. North, and
M. Zampieri. 2022. Findings of the
TSAR-2022 shared task on multilingual
lexical simplification. In Proceedings of
the Workshop on Text Simplification, Ac-
cessibility, and Readability (TSAR-2022),
pages 271–283, Abu Dhabi, United Arab
Emirates (Virtual). Association for Com-
putational Linguistics.

Seneviratne, S., E. Daskalaki, and H. Suomi-
nen. 2022. CILS at TSAR-2022 shared
task: Investigating the applicability of lex-
ical substitution methods for lexical sim-
plification. In Proceedings of the Workshop
on Text Simplification, Accessibility, and
Readability (TSAR-2022), pages 207–212,
Abu Dhabi, United Arab Emirates (Vir-
tual). Association for Computational Lin-
guistics.

Shardlow, M. 2014. A Survey of Automated
Text Simplification. International Journal
of Advanced Computer Science and Appli-
cations, 4(1).

Shardlow, M., M. Cooper, and M. Zampieri.
2020. CompLex — A New Corpus for
Lexical Complexity Prediction from Lik-
ert Scale Data. In Proceedings of the 1st

Workshop on Tools and Resources to Em-
power People with REAding DIfficulties
(READI), pages 57–62, Marseille, France.
European Language Resources Associa-
tion.

Sheang, K. C., D. Ferrés, and H. Saggion.
2022. Controllable lexical simplification
for English. In Proceedings of the Work-
shop on Text Simplification, Accessibility,
and Readability (TSAR-2022), pages 199–
206, Abu Dhabi, United Arab Emirates
(Virtual). Association for Computational
Linguistics.

Sheang, K. C. and H. Saggion. 2021. Con-
trollable sentence simplification with a
unified text-to-text transfer transformer.
In Proceedings of the 14th International
Conference on Natural Language Genera-
tion, pages 341–352, Aberdeen, Scotland,
UK. Association for Computational Lin-
guistics.

Touvron, H., T. Lavril, G. Izacard, X. Mar-
tinet, M.-A. Lachaux, T. Lacroix, B. Roz-
ière, N. Goyal, E. Hambro, F. Azhar,
A. Rodriguez, A. Joulin, E. Grave, and
G. Lample. 2023. LLaMA: Open and Ef-
ficient Foundation Language Models.

Vásquez-Rodríguez, L., N. Nguyen,
M. Shardlow, and S. Ananiadou. 2022.
UoM&MMU at TSAR-2022 shared task:
Prompt learning for lexical simplifica-
tion. In Proceedings of the Workshop
on Text Simplification, Accessibility, and
Readability (TSAR-2022), pages 218–
224, Abu Dhabi, United Arab Emirates
(Virtual). Association for Computational
Linguistics.

Whistely, P., S. Mathias, and G. Poornima.
2022. PresiUniv at TSAR-2022 shared
task: Generation and ranking of sim-
plification substitutes of complex words
in multiple languages. In Proceedings of
the Workshop on Text Simplification, Ac-
cessibility, and Readability (TSAR-2022),
pages 213–217, Abu Dhabi, United Arab
Emirates (Virtual). Association for Com-
putational Linguistics.

Wilkens, R., D. Alfter, R. Cardon, I. Gri-
bomont, A. Bibal, W. Patrick, M.-C. De
marneffe, and T. François. 2022. CEN-
TAL at TSAR-2022 shared task: How
does context impact BERT-Generated

Multilingual Controllable Transformer-Based Lexical Simplification

121



substitutions for lexical simplification? In
Proceedings of the Workshop on Text Sim-
plification, Accessibility, and Readability
(TSAR-2022), pages 231–238, Abu Dhabi,
United Arab Emirates (Virtual), Decem-
ber. Association for Computational Lin-
guistics.

Xue, L., N. Constant, A. Roberts, M. Kale,
R. Al-Rfou, A. Siddhant, A. Barua, and
C. Raffel. 2021. mT5: A massively mul-
tilingual pre-trained text-to-text trans-
former. In Proceedings of the 2021 Con-
ference of the North American Chapter
of the Association for Computational Lin-
guistics: Human Language Technologies,
pages 483–498, Online. Association for
Computational Linguistics.

Kim Cheng Sheang, Horacio Saggion

122



TSAR-EN TSAR-ES TSAR-PT
Model Potential Model Potential Model Potential

roberta-base 0.971 PlanTL-GOB-ES/roberta-base-bne 0.837 neuralmind/bert-large-portuguese-cased 0.839
bert-large-uncased 0.945 PlanTL-GOB-ES/roberta-large-bne 0.832 neuralmind/bert-base-portuguese-cased 0.811
bert-large-cased 0.945 dccuchile/bert-base-spanish-wwm-cased 0.816 xlm-roberta-large 0.635
roberta-large 0.943 dccuchile/albert-xxlarge-spanish 0.769 xlm-roberta-base 0.596
bert-base-uncased 0.935 dccuchile/albert-base-spanish 0.738 rdenadai/BR_BERTo 0.484
distilbert-base-uncased 0.917 dccuchile/distilbert-base-spanish-uncased 0.664 josu/roberta-pt-br 0.461
bert-base-cased 0.914 xlm-roberta-large 0.656 bert-base-multilingual-cased 0.386
albert-base-v2 0.867 dccuchile/bert-base-spanish-wwm-uncased 0.635
xlm-roberta-large 0.779 bert-base-multilingual-uncased 0.575

distilbert-base-multilingual-cased 0.412

Table 7: The comparison of different pre-trained models on candidate generation using masked
language model ranked by Potential metric on TSAR dataset. Higher is better.

LexMTurk BenchLS NNSeval
Model Potential Model Potential Model Potential

bert-large-cased 0.974 bert-large-cased 0.918 bert-base-uncased 0.887
bert-base-uncased 0.972 bert-large-uncased 0.909 roberta-base 0.883
bert-large-uncased 0.970 roberta-base 0.906 bert-large-uncased 0.879
roberta-base 0.970 bert-base-uncased 0.899 bert-base-cased 0.870
bert-base-cased 0.962 bert-base-cased 0.893 bert-large-cased 0.858
distilbert-base-uncased 0.950 distilbert-base-uncased 0.869 distilbert-base-uncased 0.791
xlm-roberta-large 0.934 albert-base-v2 0.850 albert-base-v2 0.762
albert-base-v2 0.926 roberta-large 0.830 roberta-large 0.745
roberta-large 0.904 xlm-roberta-large 0.813 xlm-roberta-large 0.711

Table 8: The comparison of different pre-trained models on candidate generation using masked
language model ranked by Potential metric on LexMTurk, BenchLS, and NNSeval dataset.
Higher is better.
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