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Preámbulo 

La revista Procesamiento del Lenguaje Natural pretende ser un foro de publicación de artículos 

científico-técnicos inéditos de calidad relevante en el ámbito del Procesamiento de Lenguaje Natural 

(PLN) tanto para la comunidad científica nacional e internacional, como para las empresas del sector. 

Además, se quiere potenciar el desarrollo de las diferentes áreas relacionadas con el PLN, mejorar la 

divulgación de las investigaciones que se llevan a cabo, identificar las futuras directrices de la 

investigación básica y mostrar las posibilidades reales de aplicación en este campo. Anualmente la 

SEPLN (Sociedad Española para el Procesamiento del Lenguaje Natural) publica dos números de la 

revista, que incluyen artículos originales, reseñas bibliográficas, resúmenes de tesis doctorales y 

resúmenes de las tareas del Foro de Evaluación de Lenguas Ibéricas (IberLEF). Esta revista se distribuye 

gratuitamente a todos los socios, y con el fin de conseguir una mayor expansión y facilitar el acceso a 

la publicación, su contenido es libremente accesible por Internet. 

Las áreas temáticas tratadas son las siguientes: 

• Modelos lingüísticos, matemáticos y psicolingüísticos del lenguaje

• Lingüística de corpus

• Desarrollo de recursos y herramientas lingüísticas

• Gramáticas y formalismos para el análisis morfológico y sintáctico

• Semántica, pragmática y discurso

• Lexicografía y terminología computacional

• Resolución de la ambigüedad léxica

• Aprendizaje automático en PLN

• Generación textual monolingüe y multilingüe

• Traducción automática

• Reconocimiento y síntesis del habla

• Extracción y recuperación de información monolingüe, multilingüe y multimodal

• Sistemas de búsqueda de respuestas

• Análisis automático del contenido textual

• Resumen automático

• PLN para la generación de recursos educativos

• PLN para lenguas con recursos limitados

• Aplicaciones industriales del PLN

• Sistemas de diálogo

• Análisis de sentimientos y opiniones

• Minería de texto

• Evaluación de sistemas de PLN

• Implicación textual y paráfrasis

El ejemplar número 72 de la revista Procesamiento del Lenguaje Natural contiene trabajos 

correspondientes a comunicaciones científicas y resúmenes de tesis doctorales. Todos ellos han sido 

aceptados mediante el proceso de revisión tradicional en la revista. Queremos agradecer a los miembros 

del Comité Asesor y a los revisores adicionales la labor que han realizado. 
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Se recibieron 33 trabajos para este número, de los cuales 30 eran artículos científicos y 3 resúmenes de 

tesis doctorales. De entre los 30 artículos recibidos, 10 han sido finalmente seleccionados para su 

publicación, lo cual fija una tasa de aceptación del 33,33%. 

El Comité Asesor de la revista se ha hecho cargo de la revisión de los trabajos. Este proceso de revisión 

es de doble anonimato: se mantiene oculta la identidad de los autores que son evaluados y de los 

revisores que realizan las evaluaciones. En un primer paso, cada artículo ha sido examinado de manera 

ciega o anónima por tres revisores. En un segundo paso, para aquellos artículos que tenían una 

divergencia mínima de tres puntos (sobre siete) en sus puntuaciones, sus tres revisores han reconsiderado 

su evaluación en conjunto. Finalmente, la evaluación de aquellos artículos que estaban en posición muy 

cercana a la frontera de aceptación ha sido supervisada por más miembros del comité editorial. El criterio 

de corte adoptado ha sido la media de las tres calificaciones, siempre y cuando hayan sido iguales o 

superiores a 5 sobre 7. 

Marzo de 2024 

Los editores. 
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Preamble 

The Natural Language Processing journal aims to be a forum for the publication of high-quality 

unpublished scientific and technical papers on Natural Language Processing (NLP) for both the 

national and international scientific community and companies. Furthermore, we want to strengthen 

the development of different areas related to NLP, widening the dissemination of research carried out, 

identifying the future directions of basic research and demonstrating the possibilities of its application 

in this field. Every year, the Spanish Society for Natural Language Processing (SEPLN) publishes two 

issues of the journal that include original articles, book reviews, summaries of doctoral theses and 

summaries of the shared tasks of the Iberian Languages Evaluation Forum (IberLEF). All issues 

published are freely distributed to all members, and contents are freely available online. 

The subject areas addressed are the following: 

• Linguistic, Mathematical and Psychological models to language

• Grammars and Formalisms for Morphological and Syntactic Analysis

• Semantics, Pragmatics and Discourse

• Computational Lexicography and Terminology

• Linguistic resources and tools

• Corpus Linguistics

• Speech Recognition and Synthesis

• Dialogue Systems

• Machine Translation

• Word Sense Disambiguation

• Machine Learning in NLP

• Monolingual and multilingual Text Generation

• Information Extraction and Information Retrieval

• Question Answering

• Automatic Text Analysis

• Automatic Summarization

• NLP Resources for Learning

• NLP for languages with limited resources

• Business Applications of NLP

• Sentiment Analysis

• Opinion Mining

• Text Mining

• Evaluation of NLP systems

• Textual Entailment and Paraphrases

The 72nd issue of the Procesamiento del Lenguaje Natural journal contains scientific papers and 

doctoral dissertation summaries. All of these were accepted by a peer review process. We would like 

to thank the Advisory Committee members and additional reviewers for their work. 

Thirty-three papers were submitted for this issue, from which thirty were scientific papers and three 

doctoral dissertation summaries. From these thirty papers, we selected ten (33,33%) for publication. 
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The Advisory Committee of the journal has reviewed the papers in a double-blind process. Under 

double-blind review the identity of the reviewers and the authors are hidden from each other. In the 

first step, each paper was reviewed blindly by three reviewers. In the second step, the three reviewers 

have given a second overall evaluation of those papers with a difference of three or more points out of 

seven in their individual reviewer scores. Finally, the evaluation of those papers that were in a position 

very close to the acceptance limit were supervised by the editorial board. The cut-off criterion adopted 

was the mean of the three scores given. 

March 2024 

Editorial board. 
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Revisiting Challenges and Hazards in Large Language
Model Evaluation

Análisis de los Desaf́ıos y Riesgos en la Evaluación de
Grandes Modelos del Lenguaje

Inigo Lopez-Gazpio
HiTZ Basque Center for Language Technology - Ixa NLP Group

University of the Basque Country UPV/EHU
inigo.lopez@ehu.eus

Abstract: In the age of large language models, artificial intelligence’s goal has evol-
ved to assist humans in unprecedented ways. As LLMs integrate into society, the
need for comprehensive evaluations increases. These systems’ real-world acceptance
depends on their knowledge, reasoning, and argumentation abilities. However, incon-
sistent standards across domains complicate evaluations, making it hard to compare
models and understand their pros and cons. Our study focuses on illuminating the
evaluation processes for these models. We examine recent research, tracking current
trends to ensure evaluation methods match the field’s rapid progress requirements.
We analyze key evaluation dimensions, aiming to deeply understand factors affecting
models performance. A key aspect of our work is identifying and compiling major
performance challenges and hazards in evaluation, an area not extensively explored
yet. This approach is necessary for recognizing the potential and limitations of these
AI systems in various domains of the evaluation.
Keywords: Large language models, evaluation, evaluation challenges and hazards,
evaluation dimensions.

Resumen: En la era de los modelos de lenguaje de gran escala, el objetivo de la
inteligencia artificial ha evolucionado para asistir a personas de maneras sin prece-
dentes conocidos. A medida que los modelos se integran en la sociedad, aumenta la
necesidad de evaluaciones exhaustivas. La aceptación de estos sistemas en el mundo
real depende de sus habilidades de conocimiento, razonamiento y argumentación. Sin
embargo, estándares inconsistentes entre dominios complican la evaluación, dificul-
tando la comparación de modelos y la comprensión de su funcionamiento. Nuestro
estudio se enfoca en organizar y aclarar los procesos de evaluación de estos mo-
delos. Examinamos investigaciones recientes para analizar las tendencias actuales
e investigar si los métodos de evaluación se ajustan a los requisitos del progreso.
Finalmente, identificamos y detallamos los principales desaf́ıos y riesgos que afectan
la evaluación, un área que aún no ha sido explorada extensamente. Este enfoque es
necesario para reconocer las limitaciones actuales, el potencial y las particularidades
de la evaluación de estos sistemas.
Palabras clave: Modelos de lenguaje de gran escala, evaluación, desaf́ıos y riesgos
de evaluación, dimensiones de la evaluación.

1 Introduction

Since the early days of expert systems, it has
been recognized that for these systems to be
accepted in real-world domains, they must
not only demonstrate their knowledge (Khal-
fa, 1994) but also be able to reason and ar-
gue about it (Buchanan and Shortliffe, 1984;
Lacave and Dı́ez, 2002; Korb and Nicholson,
2010). In the era of large language models
(LLM), the aim of artificial intelligence has

shifted from merely imitating natural intelli-
gence to supporting humans in novel unpre-
cedented ways (Deng and Lin, 2022). The ac-
ceptance of AI by users hinges on the qua-
lity of the evaluations performed. The advent
of pre-trained language models has marked a
significant advancement. These models, deve-
loped by training Transformer models (Vas-
wani et al., 2017) on extensive corpora, ha-
ve exhibited exceptional capabilities in various
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natural language processing (NLP) tasks, so-
metimes presumably surpassing human per-
formance (Orrù et al., 2023; Hadi et al., 2023a;
Zhao et al., 2023; Chang et al., 2023). The re-
cent surge in LLM performance evaluation re-
flects the complexity and necessity of tailored
evaluation approaches.

Recently, the evaluation of LLMs has con-
tinuously evolved, placing greater focus on
evaluation beyond fixed knowledge traditional
datasets and focusing on innovative aspects,
such as: comprehensive assessments (Xu et
al., 2023a), ethical considerations (Head et al.,
2023), and sustainability (Khowaja, Khuwa-
ja, and Dev, 2023). These aspects are now
considered alongside the traditional evalua-
tions of knowledge and generalization capabi-
lities. As LLMs increasingly become a part of
our societal frameworks, the need for multi-
dimensional and thorough evaluations beco-
mes more pronounced. This diverse range of
evaluation approaches not only improves the
quality of LLMs but also ensures their res-
ponsible and advantageous application in real-
world scenarios. Consequently, the process of
evaluating LLMs has become a crucial com-
ponent closely tied to the development and
refinement of these models.

The evaluation criteria for LLMs, including
BERT (Aftan and Shah, 2023), GPT-3 (Flo-
ridi and Chiriatti, 2020), InstructGPT (Ou-
yang et al., 2022), PaLM (Chowdhery et al.,
2022), GPT-4 (OpenAI, 2023), LLaMA (Tou-
vron et al., 2023) and their successors (Leh-
man et al., 2023), is turning into a complex
and multifaceted process crucial for unders-
tanding their capabilities, limitations, and im-
pacts. Traditional metrics like perplexity (Ga-
mallo, Campos, and Alegria, 2017) and BLEU
score (Reiter, 2018), focusing on linguistic
accuracy and fluency, are no longer suffi-
cient (Tang, Chuang, and Hu, 2023). As LLMs
become more advanced, their evaluation also
needs to evolve, encompassing a broader range
of criteria to ensure their robustness, effecti-
veness, fairness, interpretability, environmen-
tal impact and safety in task-specific settings.
Recent evaluations have concentrated on seve-
ral key aspects:

1. Robustness and Generalization:
testing across diverse topics and contexts to
ensure consistent performance even in unfa-
miliar scenarios. Generalization tests are es-
sential as they assess a model’s ability to ef-
fectively apply its acquired knowledge to new

and unfamiliar domains (Dong et al., 2023).

2. Fairness and Bias Testing: LLMs can
inadvertently perpetuate societal biases pre-
sent in their training data. Rigorous testing is
required to identify and mitigate biases to pre-
vent discrimination over race, gender, or other
sensitive attributes (Li et al., 2023; Huang et
al., 2023).

3. Interpretability and Explainabi-
lity: understanding the decision-making pro-
cess of LLMs is vital. Interpretability tools
and methods are being developed to provi-
de insights into model’s knowledge. Transpa-
rency is crucial for trust and reliability in sen-
sitive applications (Saha et al., 2023).

4. Environmental Impact: computatio-
nal demands of training and operating large
models have brought attention to their envi-
ronmental effects. Assessing these models for
energy efficiency and carbon footprint is now
crucial, guiding the field towards sustainable
practices (Rillig et al., 2023).

5. Task-Specific Evaluations: task-
specific evaluations are vital beyond just gene-
ral metrics. For instance, in a translation task,
fluency and cultural appropriateness are key,
while in a medical diagnosis application, ac-
curacy and reliability are paramount (Chang
et al., 2023).

6. Human-Centric Evaluations: inclu-
ding human judgment in evaluation processes
is becoming more popular. Human evaluators
offer detailed feedback on elements such as
usefulness, coherence, empathy, and the sui-
tability of responses, areas where automated
metrics may fall short (Ouyang et al., 2022;
Zhong et al., 2023).

7. Adversarial Testing: Exposing LLMs
to adversarial examples, where inputs are deli-
berately modified to test the model’s resilien-
ce, is another emerging evaluation strategy.
This helps in understanding the limits of a
model’s understanding and reasoning capabi-
lities (Xu et al., 2023b).

Recent advancements in LLM evaluations
have led to diverse, non-standardized approa-
ches. A comprehensive evaluation approach is
crucial for developing robust, fair, and effi-
cient models, but it introduces challenges such
as complexity, consistency, resource demands,
and adaptability. The wide array of evaluation
areas requires unique methodologies, tools,
and expertise, making the process complex
and resource-intensive. With varying stan-
dards and benchmarks across domains, consis-
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tency in evaluations is difficult, complicating
model comparisons and full understanding of
their strengths and weaknesses. Furthermore,
finding a balance among different evaluation
criteria is challenging. Enhancing a model’s
performance in one task could compromise its
effectiveness in another area. Under these cir-
cumstances, there’s also a risk of overemphasi-
zing certain domains, like reading comprehen-
sion, machine translation or generability, at
the expense of others, such as truthfulness,
fairness or interpretability. This imbalance can
lead to models excelling in certain tasks but
falling short in vital areas. Additionally, do-
mains involving human-centric criteria, such
as ethics or user satisfaction, bring subjecti-
vity into evaluations, causing inconsistent out-
comes and interpretations. For newcomers or
smaller institutions, the broad spectrum of
evaluation areas poses a challenge. The need
for extensive resources and expertise to per-
form thorough evaluations may limit innova-
tion and diversity in the research community

In the current landscape, where even the
challenges of LLM evaluation are not clearly
defined, this study aims to clarify the well-
known evaluation domains of LLMs. By re-
viewing the latest in LLM research, we aim
to highlight recent trends and keep evaluation
methods aligned with the rapid developments
in this field. An ongoing challenge is to en-
sure these evaluation domains and methodo-
logies remain updated. Additionally, this re-
search attempts to link the main hazards as-
sociated with key LLM evaluation dimensions,
an area that has not yet been thoroughly ex-
plored. Understanding these hazards is cru-
cial for creating more effective evaluation sce-
narios for LLMs. However, tackling these ha-
zards demands a multi-disciplinary approach
that goes beyond technical solutions, incorpo-
rating considerations of ethics, user experien-
ce, and societal impact. As LLMs continue to
advance, methods for evaluating and addres-
sing these hazards must also evolve.

This study is organized as follows: Sec-
tion 1, “Introduction”, sets the stage and
context for our work. Section 2, “Review on
LLM evaluation”, reviews the dimensions of
LLM evaluation based on current research and
analyzes the performance of state-of-the-art
LLMs. Section 3, “Discussion on LLM eva-
luation”, delves into a detailed discussion on
LLM evaluation, highlighting the primary ha-
zards associated with these evaluation dimen-

sions. Section 4, “Description of main ha-
zards”, specifically focuses on identifying and
detailing the main hazards in LLM evalua-
tion. Finally, Section 5, “Conclusions”, sum-
marizes our findings, outlines future research
directions, and discusses the limitations.

2 Review on LLM evaluation

LLMs are increasingly popular in both aca-
demic and industrial settings due to their re-
markable performance across various appli-
cations (Devlin et al., 2018; Gao and Lin,
2004; Kasneci et al., 2023; Zhao et al., 2023).
As LLMs become more integral to research
and everyday use, understanding their poten-
tial risks at both task and societal levels is
essential. Recent years have seen considera-
ble efforts in evaluating and assessing LLMs
from multiple angles. Typically, LLMs are de-
fined as language models with hundreds of bi-
llions of parameters, trained on vast text data-
sets (Shanahan, 2022). Most LLMs share simi-
lar model architectures, based in the Transfor-
mer architecture, and pre-training objectives,
such as language modeling, with size varia-
ble training parameters. The key distinction
of LLMs lies in their significantly larger sca-
le in terms of model size, data used for trai-
ning, and computational power. This scaling
enables them to better comprehend natural
language and generate high-quality text ba-
sed on given contexts or prompts. The impro-
vement in capability with model size is par-
tially explained by the scaling law, where per-
formance increases substantially with model
size (Kaplan et al., 2020). However, certain
abilities, as noted in (Zhao et al., 2023), only
become apparent when the model size reaches
a specific threshold, deviating from what the
scaling law predicts.

LLMs have recently received substantial in-
terest in both academic and industrial sec-
tors (Bommasani et al., 2021; Wei et al., 2022;
Zhao et al., 2023). As indicated by recent re-
search (Bubeck et al., 2023), the impressive
performance of LLMs has sparked optimism
about their potential as a form of Artificial
General Intelligence (AGI). Unlike previous
models limited to specific tasks, LLMs are
adept at a wide range of tasks, from gene-
ral language tasks to domain-specific applica-
tions. This versatility makes them increasingly
popular among users with critical information
needs.

Furthermore, these billion-parameter mo-
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dels, despite being resource-intensive, are sur-
prisingly user-friendly. They don’t demand ac-
cess to specialized hardware or software, nor a
deep understanding of machine learning or na-
tural language processing. Instead, LLMs are
accessible through APIs and are capable –or
at least claimed to be– of handling complex
tasks with minimal (few-shot) or no (zero-
shot) prior information. This accessibility of-
fers a more intuitive and natural way of in-
teracting with computers (de Wynter et al.,
2023). The complexity inherent in the linguis-
tic interactions of a LLM makes it challenging
to establish a concise, standardized method
for assessing its quality or gaining a deeper un-
derstanding of how to evaluate its composed
representations. Consequently, a diverse array
of evaluation methods for LLMs is emerging
to address these multiple challenges.

This section provides a detailed review of
the principal methods used to evaluate LLMs
in the state-of-the-art, highlighting several cri-
tical dimensions. In line with recent trends,
these evaluations focus on various aspects: (i)
robustness and generalization reliability of the
models, (ii) fairness and the presence of bias
in model outputs, (iii) interpretability and ex-
plainability of the models, (iv) environmental
impact of the models, (v) task-specific evalua-
tion such as translation or summarization, (vi)
human-centric evaluation including user trust
and confidence, and (vii) resilience against ad-
versarial testing.

Current consensus in the field of LLM eva-
luation suggests that it should be structured
around three key dimensions, each encompas-
sing distinct aspects and challenges: (dimen-
sion 1) the scope of the evaluation, (dimension
2) the extent of the evaluation, and (dimen-
sion 3) the procedure of the evaluation.

The studies conducted by (Orrù et al.,
2023; Hadi et al., 2023a; Chang et al., 2023;
Zhao et al., 2023) are among the first com-
prehensive surveys in this area. They concur
on the importance of these three dimensions
for LLM evaluation. The first dimension co-
vers the range of evaluation tasks applicable to
LLMs. The second dimension focuses on selec-
ting suitable scenarios for the evaluation (i.e.
benchmarks). The third dimension deals with
the actual evaluation process, employing the
chosen tasks, datasets or benchmarks. These
dimensions collectively form the cornerstone
of effective evaluation. We will now describe
each of these dimensions in detail.

2.1 Fixed-knowledge evaluation

Evaluating fixed-knowledge in LLMs is com-
plex, with no universal solution fitting all sce-
narios. The primary aim of such evaluations
is to compare different systems that genera-
te varied representations for a specific task.
Although the ultimate objective is to apply
these models in high-level tasks or market ap-
plications, evaluating them on manually anno-
tated, more detailed tasks often provides dee-
per insights and facilitates error analysis in
controlled environments. In fact, focusing on
intermediate tasks has been instrumental in
advancing fixed-knowledge evaluation, thanks
to widely-used datasets in key natural langua-
ge processing (NLP) categories.

Main categories in NLP encompass Na-
tural Language Understanding (Bates, 1995)
and Natural Language Generation (McDo-
nald, 2010) tasks. Examples include text clas-
sification (Song et al., 2014), reading com-
prehension (Baradaran, Ghiasi, and Amirkha-
ni, 2022), machine translation (Baltrušaitis,
Ahuja, and Morency, 2018), language mo-
deling (Min et al., 2023), grammar analy-
sis (Wang et al., 2020), code generation (Shin
and Nam, 2021), question answering (Bou-
ziane et al., 2015), dialogue (Motger, Franch,
and Marco, 2022), logic reasoning (Costantini,
2002), language inference (Storks, Gao, and
Chai, 2019), truthfulness (Oshikawa, Qian,
and Wang, 2018), fact checking (Lazarski,
Al-Khassaweneh, and Howard, 2021), toxi-
city detection (Garg et al., 2023), bias detec-
tion (Garg et al., 2023), multimodality (Er-
dem et al., 2022), summarization (Awasthi et
al., 2021), negation (Mahany et al., 2022), sen-
timent analysis (Zhang, Wang, and Liu, 2018),
semantic understanding (Salloum, Khan, and
Shaalan, 2020), and more.

2.2 Evaluation of versatility

Evaluating how well foundational models
handle tasks at a human level is crucial in
their development towards AGI. Traditional
fixed-knowledge datasets, often based on sin-
gle tasks might not fully capture human-like
abilities, as the latter ones potentially combi-
ne multiple objectives.Thus, the approach of
fixed-knowledge evaluation for LLMs is beco-
ming recognized as inadequate for a thorough
assessment. This method, which uses a static
set of datasets, falls short due to the dynamic
and complex nature of language and know-
ledge, as well as the continuous evolution of

1818

Inigo Lopez-Gazpio

18



LLMs. Such evaluations don’t always reflect
the real-world versatility and adaptability re-
quired of these advanced systems.

The shortcomings of fixed-knowledge eva-
luation have prompted the creation of large-
scale, dynamic benchmarks. These bench-
marks are tailored to encompass a wider ran-
ge of language understanding and generation
tasks, striving to be more inclusive and reflec-
tive of real-world language usage. They typi-
cally involve diverse and complex tasks, exten-
sive enough to capture broad linguistic trends.
Additionally, these benchmarks often incorpo-
rate considerations of fairness, bias detection,
and ethics, acknowledging the increasing im-
portance of social responsibility in LLMs. By
assessing models against these expanded cri-
teria, we can better ensure their linguistic pro-
ficiency as well as their ethical and social in-
tegrity (Zhong et al., 2023).

Recently, a variety of benchmarks have
been developed to evaluate LLMs across a ran-
ge of tasks. We now enumerate and briefly des-
cribe some of the most notables:

GLUE (Wang et al., 2018) (General Lan-
guage Understanding Evaluation) and SU-
PERGLUE (Wang et al., 2018) consist of sota
benchmarks designed to mimic real-world lan-
guage processing scenarios. They encompass a
variety of tasks such as text classification, ma-
chine translation, reading comprehension, and
dialogue generation, offering a comprehensive
assessment of capabilities.

PromptBench (Zhu et al., 2023) highlights
the sensitivity of current LLMs to adversarial
prompts, underscoring the need for meticulous
prompt engineering.

WinoGrande (Sakaguchi et al., 2021) is a
benchmark designed to test AI systems’ com-
mon sense reasoning and natural language un-
derstanding. It features a series of nearly iden-
tical sentence pairs, each with a subtle varia-
tion that alters the meaning of a crucial word.
The test for AI systems is to accurately inter-
pret these sentences and resolve the ambigui-
ties.

AGIEVAL (Zhong et al., 2023) stands
out as a human-centric benchmark based on
standardized exams. It encompasses a diver-
se array of tests, including college entran-
ce exams, law school admission tests, math
competitions, and lawyer qualification exams.
This benchmark is designed to evaluate AI
systems in contexts that require a high level
of academic and professional understanding.

Another significant benchmark is MM-
LU (Hendrycks et al., 2020) (Massive Multi-
task Language Understanding). MMLU offers
a comprehensive evaluation framework to test
AI models’ language understanding across va-
rious subjects and disciplines. It includes tasks
from humanities and social sciences to STEM
fields, aiming to gauge the models’ depth and
breadth of knowledge. MMLU is distinctive
for its focus on complex comprehension and
reasoning, challenging language models to de-
monstrate their understanding and processing
abilities across diverse areas of expertise.

BigBench (Ghazal et al., 2013) is recog-
nized as an industry-standard benchmark for
big data analytics. BIG-bench benchmark ser-
ves as a thorough and varied tool for eva-
luating LLMs. It covers a broad spectrum of
tasks, testing different aspects of NLU and
NLG, and extends beyond the scope of tradi-
tional benchmarks. BIG-bench is specifically
designed to challenge LLMs in areas like ad-
vanced reasoning, creativity, and comprehen-
sion of complex and subtle language nuances.

HELM (Liang et al., 2022) offers a com-
prehensive evaluation framework for LLMs.
It assesses language models on multiple
fronts, including NLU, NLG, coherence, con-
text sensitivity, common-sense reasoning, and
domain-specific knowledge. The goal of HELM
is to provide a holistic evaluation of langua-
ge models, gauging their performance across
a variety of tasks and domains.

HellaSwag (Zellers et al., 2019) is a bench-
mark specifically designed to assess common
sense reasoning and contextual understanding
in LLMs. It provides context-rich scenarios,
each accompanied by multiple-choice endings,
and the model’s task is to select the most plau-
sible conclusion for each scenario. The scena-
rios in HellaSwag are intentionally diverse and
challenging, often demanding a nuanced com-
prehension of everyday activities and situa-
tions. This benchmark aims to advance AI ca-
pabilities in complex, real-world common sen-
se reasoning.

The HumanEval benchmark (Chen et al.,
2021) is designed to test the code generation
abilities of LLMs. It presents a series of pro-
gramming challenges, each consisting of a fun-
ction signature, a body with a TODO com-
ment, and several unit tests. The model’s task
is to complete the function body so that it
successfully passes all the tests. HumanEval
specifically focuses on models’ capacity for
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understanding and generating functional pro-
gramming code. It evaluates the algorithmic
thinking, problem-solving, and coding skills,
making it an important tool for gauging soft-
ware development skills.

The GSM benchmark (Cobbe et al., 2021)
is tailored to test LLMs’ mathematical reaso-
ning skills. It comprises grade-school level
math problems that span a range of mathe-
matical skills, from basic arithmetic to ad-
vanced problem-solving. This benchmark cha-
llenges AI models to comprehend and mani-
pulate numerical information, execute calcu-
lations, and utilize mathematical concepts to
solve problems. GSM is particularly valuable
for evaluating capabilities in logical reasoning
and numerical understanding.

2.3 Methodology of the evaluation

The third dimension of evaluation revolves
around the evaluation methodology and par-
ticularly whether human judgment is incor-
porated into the process. Incorporating hu-
man feedback into the evaluation of LLMs is
becoming increasingly essential, complemen-
ting automated scoring metrics like BLEU
or perplexity. While automated metrics offer
valuable quantitative data, they often miss
the nuanced, qualitative elements of langua-
ge crucial for a comprehensive understan-
ding and enhancement of knowledge-based
systems (Qin et al., 2023; Bang et al., 2023).

Automated metrics are typically designed
to assess specific linguistic aspects, such as
grammatical accuracy or lexical similarity to a
reference text. However, effective language use
involves more than just grammatical correct-
ness. It encompasses context, cultural nuan-
ces, pragmatics, and the conveyance of subtle
meanings, which automated metrics may not
fully grasp. Human evaluators bring a cru-
cial perspective to these qualitative elements,
providing a more complete evaluation of per-
formance. Furthermore, human evaluation is
key in determining the relevance and coheren-
ce of LLM-generated content (Novikova et al.,
2017). A model may generate text that sco-
res highly on automated metrics like BLEU or
perplexity, but this doesn’t guarantee that the
content is contextually appropriate or cohe-
rent. Human reviewers are able to assess if
the text is useful, logical and consistent within
its context, factually accurate, and maintains
overall coherence.

Another crucial aspect of LLM evaluation

is assessing creativity and novelty in langua-
ge use. As LLMs are increasingly employed
for creative tasks the limitations of automa-
ted metrics become evident (Bubeck et al.,
2023). These metrics typically rely on compa-
risons with existing data and are not equipped
to judge originality. Human evaluators, on the
other hand, can appreciate and assess creati-
vity, offering insights vital for fostering inno-
vation in model development. Moreover, hu-
man input is indispensable in detecting and
addressing biases in LLM outputs. Automa-
ted metrics fall short in identifying biases or
ethical concerns in generated content. Human
evaluators, with their understanding of socie-
tal and cultural nuances, are better positioned
to spot when a model outputs biased or poten-
tially harmful content. This human oversight
is crucial for the development of responsible
and ethical AI systems. Additionally, human
evaluators play a pivotal role in user experien-
ce testing, particularly for LLM applications
designed for human interaction (Demetriadis
and Dimitriadis, 2023). Human feedback on
the engagement, usefulness, and enjoyment le-
vel of these interactions is invaluable, as it pro-
vides insights that automated metrics cannot
capture. This human-in-the-loop approach en-
sures that the models are not only technically
proficient but also effective and satisfying in
real-world interactions.

2.4 Qualitative performance

Much of the leading research on LLM eva-
luation involves empirical assessments using
many well-known models (Xu et al., 2022; Lai
et al., 2023; de Wynter et al., 2023; Zhao et
al., 2023; Zhang et al., 2023; Koh, Salakhut-
dinov, and Fried, 2023; Liu et al., 2021). This
includes GPT-3, GPT-3.5, InstructGPT, Lla-
Ma, PaLM, and their variants. This subsec-
tion synthesizes findings from readily availa-
ble off-the-shelf models and public research
or leaderboard results. The goal is to sum-
marize the overall qualitative performance of
LLMs as reflected in current state-of-the-art.
Notable evaluations of LLMs are detailed in
studies like (Hadi et al., 2023a; Zhao et al.,
2023). These investigations assess the effecti-
veness and superiority of LLMs across a broad
range of tasks and benchmarks, particularly in
relation to the first and second dimensions of
evaluation defined in Section 2.

Regarding the first dimension of evalua-
tion, (Zhao et al., 2023) primarily focused on
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language generation tasks, including language
modeling, conditional text generation, and co-
de synthesis. They also concentrated on know-
ledge utilization and complex reasoning tasks.
The authors aimed to cover the most widely
discussed or studied tasks in LLM evaluation,
rather than encompassing all specific tasks in
the NLU and NLG fields. The findings from
this investigation align with those of (Brown
et al., 2020; Costa-jussà et al., 2022), showing
that LLMs significantly outperform previous
state-of-the-art methods on fixed-knowledge
evaluation datasets. This is evident in pu-
blic leaderboards (e.g., SNLI, MNLI matched,
MNLI mismatched, X-NLI), where LLMs with
billions of parameters demonstrate clear su-
periority over smaller models in considerable
sized fixed-knowledge datasets. (Kaplan et al.,
2020) noted that performance in language mo-
deling tasks tends to adhere to the scaling law.
This suggests that increasing the size of lan-
guage models leads to improved accuracy and
lower perplexity, further underscoring the ad-
vantages of scaling up LLMs.

Conditional text generation, a key task in
NLG, focuses on creating text that meets spe-
cific requirements based on given conditions.
Studies by (Li et al., 2022; Zhao et al., 2023)
identify conditional generation as a complex
task, requiring at least an understanding of
machine translation, text summarization, and
question answering. While evaluation for these
tasks often intersects with the second dimen-
sion of evaluation, involving the use of seg-
ments from various fixed-knowledge datasets
to create more intricate benchmarks, LLMs
have shown exceptional performance. They
excel not only on existing datasets but also
on these comprehensive benchmarks, in some
cases even presumably outperforming human
abilities due to their advanced language gene-
ration skills. In line with these developments,
(OpenAI, 2023) reported significant progress
with GPT-4. This model has presumably al-
ready surpassed state-of-the-art methods, in-
cluding those with benchmark-specific trai-
ning, across a broad array of tasks like NLU,
commonsense reasoning, and mathematical
reasoning. Yet, the true nature of the model is
not known, nor the evaluation procedures em-
ployed in the validation of the model. There
might be several factors that affect the cited
surpass, such as data contamination among
others. As a consequence, until the evaluation
process is clarified it must be doubted that

the nature of that surpass is due to the model
generalization capabilities and not to conta-
mination (Sainz et al., 2023).

The study by (Bubeck et al., 2023) goes
a step further by likening GPT-4 to an early
form of AGI. They highlight GPT-4’s human-
like performance in real-world exams such as
Advanced Placement tests and the Gradua-
te Record Examination, covering areas like
mathematics, computer vision, and program-
ming. However, they also note significant li-
mitations in GPT-4’s performance. Consis-
tent with the scaling law observed in fixed-
knowledge evaluation, GPT-4 shows marked
improvements over GPT-3.5, which itself sur-
passed earlier GPT versions. (Bang et al.,
2023) provide a detailed analysis in which they
demonstrate (in 9 out of 13 NLP datasets) the
superiority of modern GPT over earlier LLMs
using zero-shot learning. Their work also re-
veals that recent GPT versions outdo fully
fine-tuned task-specific language models in 4
different tasks on the MMLU benchmark. For
the rest of the scenarios, GPT’s performan-
ce is comparable to, or slightly below, that of
fully fine-tuned models, though statistical sig-
nificance in these comparisons is not always
clear. (Srivastava et al., 2022) corroborate the-
se findings. They show that GPT-3 with con-
text can surpass a fine-tuned BERT-Large on
SuperGLUE score with only 32 example in-
puts. This further substantiates the scaling
law’s impact on LLM performance, which is
still in need of further investigation. In their
analysis of MMLU, (Hoffmann et al., 2022) de-
monstrate that LLMs nearly double the avera-
ge accuracy of human raters. Notably, GPT-
4 exhibits state-of-the-art performance in 5-
shot settings, achieving an average accuracy
improvement of over 10 % compared to the
previously best-performing model.

Regarding the third dimension of evalua-
tion, comparisons and investigations involving
LLMs are less common, partly due to the
high costs and complexities involved. Howe-
ver, recent studies, including (Creswell, Sha-
nahan, and Higgins, 2022), indicate that au-
tomatic metrics might underestimate the qua-
lity of LLM-generated content, while human
judgment tends to offer more favorable assess-
ments. This finding outlines the increasing ne-
cessity of incorporating human evaluation into
the loop, highlighting its crucial role in provi-
ding a more accurate measure of LLMs’ gene-
ration capability and quality.
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As efforts continue to focus on the develop-
ment of new metrics that better align with hu-
man judgment, human-in-the-loop LLM eva-
luation is increasingly incorporating tasks
that mimic pseudo-human judgments, like co-
de synthesis. In this task, LLMs are required
to do more than just generate high-quality na-
tural language as they also need to demons-
trate proficiency in creating formal langua-
ge that meets specific human-defined condi-
tions (Wang et al., 2022). This shift not only
tests LLMs’ natural language abilities but also
their capability to adhere to structured coding
requirements, offering a more comprehensive
evaluation framework.

Unlike in NLG, the quality of the generated
code can be directly verified through execu-
tion with appropriate compilers or interpre-
ters. Current research performed in this do-
main often evaluates the effectiveness of LLMs
by measuring the pass rate of the generated
code against human-designed test cases, len-
ding this method a pseudo-human evaluation
character. Recent developments have seen the
introduction of several code benchmarks focu-
sed on functional correctness to assess LLMs’
code synthesis capabilities. As these tasks in-
crease in complexity, smaller models often per-
form almost as random baselines (Perez et al.,
2022; Bradbury et al., 2018; Nijkamp et al.,
2023).

3 Discussion on LLM evaluation

Overall, state-of-the-art results in LLM eva-
luation reveal that increasing model size
seems to continuously improve performan-
ce. (Chowdhery et al., 2022) report that the
most advanced LLMs can surpass average hu-
man performance in many scenarios under a
few-shot setting, particularly in well-known
benchmarks assessing the models’ generali-
zing capabilities across various fixed know-
ledge settings. It is important to recognize
that human performance by itself is not uni-
versally defined within the state of the art.
This variability underscores the complexity
of directly comparing LLM capabilities with
human benchmarks. However, understanding
when and how LLMs develop these abilities
is crucial, as highlighted by (Fu, Peng, and
Khot, 2022). The fact that LLMs are prima-
rily developed by industry players, who often
don’t disclose critical training details like data
collection and cleaning, complicates efforts to
replicate and conduct detailed analyses.

(Zhao et al., 2023) argue that, despite their
progress and impact, the fundamental mecha-
nisms underlying LLMs remain largely unex-
plored. Also, there is a notable uncertainty
on why highly advanced abilities emerge in
LLMs, while the very same abilities are absent
in smaller models. This lack of understanding
calls for a more in-depth examination of the
key factors contributing to the superior capa-
bilities of billion-parameter LLMs.

The study by (Bang et al., 2023) high-
lights certain drawbacks and limitations of
LLMs, particularly in how they generalize.
They identify areas where LLMs, specifically
GPT variants, struggle. For example, GPT
models show weaknesses in inductive reaso-
ning, as opposed to deductive or abductive
reasoning. They also lack spatial reasoning
capabilities, although they perform better in
temporal reasoning. Another significant limi-
tation noted is in mathematical reasoning, a
concern also echoed by (Frieder et al., 2023).
Furthermore, (Bang et al., 2023) claims that
GPT-like models demonstrate acceptable per-
formance in causal and analogical reasoning.
They also note that these models are relati-
vely more proficient in commonsense reaso-
ning compared to non-textual semantic reaso-
ning.

All in all, there seems to be an unknown
number of hazards affecting the performan-
ce of LLMs across different evaluation dimen-
sions, but there has been limited analysis iden-
tifying these hazards. (Ji et al., 2023) con-
ducted a thorough investigation into the ha-
llucination hazard, which is one of the most
common one. Hallucinations in LLMs refer
to factual statements generated by the model
that cannot be verified based on the informa-
tion contained within its parametric memory,
spanning all the model’s knowledge. While ha-
llucination is perhaps the most recognized ha-
zard associated with LLMs, there exists a ran-
ge of other, less-known hazards that impact
evaluation. These hazards raise critical ques-
tions about the effectiveness of existing bench-
marks in properly evaluating and reflecting
LLMs’ capabilities. Acknowledging this cha-
llenge, the next section of our study aims to
highlight what we consider the most signifi-
cant performance affecting hazards in LLM
evaluation. This analysis spans across the th-
ree main dimensions of evaluation, aiming to
provide a comprehensive understanding of the
factors that influence LLM performance.
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4 Description of main hazards

This section enumerates a comprehensive list
of hazards in LLM evaluation, each linked to
a specific area or dimension of evaluation they
are associated with. With the understanding
of the factors that influence poor performance
we aim to clarify the current challenges in each
evaluation dimension.

The Reversal Curse. This Natural Lan-
guage Inference hazard refers to the pheno-
menon where models incorrectly assign higher
probability to the reverse of a true statement.
For instance, if a model recognizes “A im-
plies B”, it might also incorrectly assess “B
implies A” as true, showcasing a fundamental
misunderstanding of logical inference (Ma et
al., 2023; Berglund et al., 2023).

Lack of Common Sense Reasoning. As
a generalization of the previous hazard, LLMs
sometimes fail in tasks requiring common sen-
se reasoning, generating outputs that are lo-
gically absurd or factually incorrect (Kejriwal
et al., 2023).

Hallucination. A content generation do-
main hazard in which LLMs produce plausible
but entirely fabricated information, known as
hallucinations. This is particularly hazardous
in domains where factual accuracy is critical,
such as for fixed-knowledge evaluation. This
hazard has been very well documented in the
state-of-the-art (Ji et al., 2023; Puchert et al.,
2023; Bang et al., 2023).

Interpretability and Explainability Is-
sues. As LLMs grow in complexity, unders-
tanding the reasoning behind their decisions
becomes more challenging. This lack of trans-
parency is a hazard in applications where un-
derstanding model decision-making is crucial
for trust and reliability (Saha et al., 2023;
Saha et al., 2023).

Catastrophic Forgetting. In the domain
of the learning stability, this refers to a mo-
del’s tendency to forget previously learned in-
formation upon learning new data (Zhai et al.,
2023; Sun et al., 2020).

Bias and Stereotyping. Linked with fair-
ness and ethics, this hazard states that LLMs
can inherit and amplify biases present in their
training data. This includes gender, racial,
and cultural biases, leading to unfair or ste-
reotypical outputs. This is a significant ha-
zard where fairness and ethical considerations
are paramount, such as in the third dimen-
sion (Kotek, Dockum, and Sun, 2023).

Model Overfitting and memorization.
Generalization hazard that occurs when a mo-
del is too closely tailored to the training da-
ta and fails to perform well on unseen da-
ta (Peng, Wang, and Deng, 2023). This is a
critical hazard in evaluating the model’s abi-
lity to generalize beyond its training set af-
fecting all dimensions. Serious concerns regar-
ding memorization are raised by the authors
in (Sainz et al., 2023) where they expose test
data from benchmarks being present as trai-
ning for LLMs in different conditions.

Adversarial Attacks. LLMs can be vulne-
rable to adversarial attacks affecting the ro-
bustness domain, where slight, often imper-
ceptible, alterations to input data can lead
to drastically different outputs. This hazard
challenges the robustness and security of mo-
dels (Sainz et al., 2023; Sakaguchi et al., 2021;
Xu et al., 2023b).

Vulnerability to Misinformation When
trained on data containing misinformation,
LLMs can inadvertently propagate false or
misleading information (Saha et al., 2023).

Inconsistency in Long-Term Interac-
tions. Similar to the previous hazard, in
applications involving long-term interactions,
LLMs may exhibit inconsistency in persona-
lity or knowledge over time, affecting user ex-
perience and trust. Also, LLMs may struggle
with understanding and maintaining context
over longer conversations or texts, leading to
responses that are out of context or irrele-
vant (Chen, Arunasalam, and Celik, 2023).

Output Toxicity. Affecting content safety
domain, LLMs can generate harmful or offen-
sive content, especially if they are exposed to
such content. This is a significant hazard in
public-facing applications (Chetnani, 2023).

Echo Chamber Effect. In the domain of
content diversity LLMs can reinforce the sa-
me ideas or perspectives, especially if trained
on homogeneous data, leading to a lack of di-
versity in generated content and potentially
reinforcing biases (Demarco, de Zarate, and
Feuerstein, 2023).

Language and Cultural Limitations.
For cross-lingual domains, LLMs often strug-
gle with languages with low digital resources
or with cultural nuances, leading to poor per-
formance in multilingual or multicultural con-
texts (Hadi et al., 2023b).
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Misalignment with Human Values.
Concerning the third dimension of evaluation
and the ethical alignment, LLMs might gene-
rate outputs that are technically correct but
misaligned with human ethical standards, es-
pecially in sensitive areas like medical, legal,
or moral advice. Also, interactions with users
can create feedback loops where the model in-
creasingly reinforces user biases or undesirable
behaviors (Chiang and Lee, 2023).

Difficulty with Nuanced or Subtle Lan-
guage. Related to the previous hazard,
LLMs may struggle with understanding and
generating nuanced or subtle language, such
as sarcasm, irony, or metaphor (Băroiu and
Trăuşan-Matu, 2023).

Environmental issues. This hazard rela-
tes to addressing not only global sustainabi-
lity goals, but also the long-term viability and
ethical development of AI technologies (Ri-
llig et al., 2023). The environmental impact of
LLMs emerges as a critical hazard, characte-
rized by the significant energy consumption
and carbon footprint associated with their
training, validation and operation. This do-
main transversal hazard underscores the need
for sustainability in AI practices, advocating
for the development and adoption of energy-
efficient algorithms.

Privacy and Copyright. Privacy and
copyright issues present a significant hazard
in the context of LLMs, reflecting concerns
around the unauthorized use of proprietary
data and the potential for privacy breaches.
Aligning with the OECD’s principles on artifi-
cial intelligence fairness and ethics, it’s crucial
to ensure that LLMs operate within frame-
works that respect copyright laws and protect
personal data.

Benchmark over-reliance. Linked with
human-centric evaluation weaknesses, bench-
mark over-reliance emphasizes the transversal
risk of overvaluing benchmark results when
assessing NLU capabilities of LLMs. This ha-
zard challenges the notion of superhuman per-
formance, arguing that benchmarks may not
fully capture the nuances of human langua-
ge comprehension and often lack transparency
and fairness in comparisons. This hazard calls
for the development of more comprehensive
and equitable benchmarks to accurately mea-
sure and understand the capabilities of lan-
guage models in relation to human performan-
ce (Tedeschi et al., 2023).

5 Conclusions

This work provides a comprehensive unders-
tanding of the challenges in evaluating LLMs,
focusing on the identification of key perfor-
mance hazards. It emphasizes the need for
continuous evolution of evaluation methods
to keep up with the advancements in LLM
technology and ensure responsible develop-
ment and deployment. As LLMs become inte-
gral to societal frameworks, there is a growing
need to emphasize the importance of multi-
dimensional and comprehensive evaluations.
The acceptance of these systems in real-world
applications is tied not only to their knowled-
ge demonstration but also to their reasoning
and argumentation abilities.

Our study reviews recent research in LLMs,
tracking current trends to ensure that evalua-
tion methods keep pace with rapid advance-
ments in the field. We analyze key evalua-
tion dimensions with the aim of understan-
ding factors that affect the performance of
LLMs. A significant aspect of this investiga-
tion is identifying major performance hazards
in LLM evaluation, an area not extensively
explored previously. This approach is crucial
for recognizing the potential and limitations
of these AI systems in various evaluation do-
mains. Evaluating LLMs is crucial for seve-
ral reasons. First, it allows us to understand
their strengths and weaknesses more clearly,
and, second, enhanced evaluations offer bet-
ter guidance for human-LLM interactions, in-
forming future interaction designs and imple-
mentations.

5.1 Limitations on LLM evaluation

As LLMs grow in size and develop more
emergent abilities, current evaluation proto-
cols may no longer suffice to accurately assess
their capabilities and potential risks. Therefo-
re, our goal is to heighten awareness within the
community about the significance of LLM eva-
luation. We achieve this by reviewing existing
evaluation protocols and, more importantly,
by highlighting the need for future research fo-
cused on developing new LLM evaluation pro-
tocols that take into account the underlying
hazards that affect each dimension. This ap-
proach is crucial for keeping pace with the ra-
pid advancements in LLM technology and en-
suring their responsible development and de-
ployment.
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Enhancing the understanding of clinical trials
with a sentence-level simplification dataset

Mejora de la comprensión de ensayos cĺınicos con
un conjunto de datos simplificados a nivel de frase
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Abstract: We introduce a dataset with 1200 manually simplified sentences (144 019
tokens) from clinical trials in Spanish. A total of 1040 announcements from the Eu-
ropean Clinical Trials Register (EudraCT) were analyzed to select sentences with
ambiguities or exceeding 25 words. Simplification criteria were devised in an anno-
tation guideline, which is released publicly along with the dataset. We obtained two
versions: syntactically simplified sentences, and sentences with syntactic and lexical
simplification. We report a quantitative, a qualitative and a human evaluation, in
which three independent evaluators assessed the grammaticality/fluency, semantic
adequacy and overall simplification. Results show that the resource is suitable for
advancing research on automatic simplification of medical texts.
Keywords: Text simplification, Medical language processing, Clinical trials.

Resumen: Se presenta un conjunto de 1200 frases de ensayos cĺınicos en español
simplificadas manualmente (144 019 tokens). Se analizaron 1040 anuncios del
Registro Europeo de Ensayos Cĺınicos (EudraCT), seleccionando frases con am-
bigüedades o con más de 25 palabras. Se elaboraron criterios de simplificación
recogidos en una gúıa distribuida públicamente con el conjunto de datos. Se obtu-
vieron dos versiones: oraciones simplificadas sintácticamente, y oraciones con sim-
plificación léxica y sintáctica. Se presenta una evaluación cuantitativa, cualitativa
y por tres evaluadores independientes sobre la gramaticalidad/fluidez, adecuación
semántica y simplificación. Los resultados muestran que el recurso es adecuado para
avanzar en la investigación en simplificación automática de textos médicos.
Palabras clave: Simplificación de textos, PLN médico, Ensayos cĺınicos.

1 Introduction

Achieving a plain language version of medi-
cal documents helps patients to enhance their
understanding of health-related information
and their adherence to treatment (Ondov,
Attal, and Demner-Fushman, 2022). Po-
tential participants in clinical trials might
find eligibility criteria grammatically com-
plex and rife with medical jargon (Wu et
al., 2016), which hinders patients from tak-
ing part in a study. Automatic text sim-
plification (Shardlow, 2014; Saggion, 2017),
complemented with human supervision, has
been shown to produce more understand-
able texts for patients (Lalor, Woolf, and Yu,
2019) and clinical researchers (Fang et al.,
2021). Indeed, simplification also enhances
(bio)medical language processing, given that
such pre-processing makes it easier to parse

coordinated or relative clauses (Peng et al.,
2012) or complex compound phrases (Wei,
Leaman, and Lu, 2014) before text mining.

To develop simplification systems for med-
ical texts in Spanish, we created a dataset of
1200 manually simplified sentences from trial
announcements. We release publicly a guide-
line and the resource in two versions: simpli-
fied sentences at the syntax-level, and with
lexical and syntactical simplification.1

Figure 1 shows a sample of the original
version of a trial announcement and its syn-
tactical simplification. Long sentences in the
technical version are shortened or split in the
simplified version. Some nominalizations are
changed to a verb or adjective form, which
are easier to understand: e.g. capacidad del

1
https://digital.csic.es/handle/10261/346579
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Figure 1: An unsimplified trial announcement (left) and its syntactic simplification (right).

participante... (‘ability of the participant...’)
→ el participante será capaz... (‘the par-
ticipant will be able to...’). Still, acronyms
(LES ) and technical terms (multicéntrico)
require lexical simplification. The next sec-
tions report the background (§2), the meth-
ods (§3) and the evaluation (§4).

2 Background

Text simplification involves operations at all
linguistic levels (lexis, syntax and discourse).

Methods for lexical simplification (Paet-
zold and Specia, 2017) generally rely on
curated lexicons with technical and sim-
plified words (Grabar and Hamon, 2016),
paraphrase extraction (Elhadad and Su-
taria, 2007; Deléger and Zweigenbaum,
2009), or machine learning-based approaches
(Shardlow, 2013). Currently, deep learning
methods are gaining ground through word-
embeddings, prompt-based methods and
large language models (LLMs), as explained
in a recent survey (North et al., 2023). Lex-
ical simplification has been addressed in the
recent TSAR challenge (Saggion et al., 2023).

Syntactic simplification requires arrang-
ing words to achieve a word order with un-
ambiguous references, split long sentences,
change passive to active voice or rewrite nom-
inalization structures to verb or adjective
forms. Several works have used rules learned
from corpora in order to apply simplification
operations (Siddharthan, 2006; Peng et al.,
2012; Seretan, 2012; Collados, 2013; Brouw-
ers et al., 2014; Mukherjee et al., 2017).
Most rules rely on dependency or part-of-
speech tagging to derive simplification rules;
for example, by parsing parallel sentences
from technical and simplified texts (Szep et

al., 2019). In contrast, other methods pro-
pose detecting syntactic simplification cues
that do not rely on heavy syntactic analysis
(Evans and Orăsan, 2019).

Discourse phenomena also require syntac-
tic operations to simplify structures beyond
the sentence and abridge long paragraphs.
In addition, anaphora and co-reference might
cause ambiguities to understand the content
(Wilkens, Oberle, and Todirascu, 2020).

Lastly, texts may be simplified at all lev-
els using transfer learning techniques (Menta
and Garćıa-Serrano, 2022; Trienes et al.,
2022; Alarcón, Mart́ınez, and Moreno, 2023).

Evaluating simplification may be subjec-
tive (Grabar and Saggion, 2022), but stan-
dardized methods exist. However, quantita-
tive approaches, such as readability formu-
lae (Flesch, 1948), are not always adequate
for medical texts (Zeng-Treitler et al., 2007).
Moreover, metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004) or SARI
(Xu et al., 2016) are limited when assessing
simplification, since they may correlate neg-
atively with simplicity (Sulem, Abend, and
Rappoport, 2018) or do not assess simplifica-
tion operations thoroughly (Alva-Manchego,
Scarton, and Specia, 2021). Human assess-
ment of simplifications is thus beneficial.

Simplification tasks rely on lexicons or
parallel (technical/simplified) corpora, which
are scarce for Spanish (Segura-Bedmar and
Mart́ınez, 2017; Ferrés and Saggion, 2022;
Alarcon, Moreno, and Mart́ınez, 2023). Some
were created in multilingual projects but
are small (Xu, Callison-Burch, and Napoles,
2015; Martin et al., 2021; Joseph et al., 2023).
We introduce a dataset to develop and test
simplification tools. Table 1 shows samples.
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Original Ensayo cĺınico para establecer los efectos de las dosis bajas de rtPA y los efec-
tos de la reducción intensiva de la presión arterial en pacientes con accidente
cerebrovascular isquémico agudo. (2014-002823-86)

‘Clinical trial to establish the effects of low-dose rtPA and the effects of inten-
sive blood pressure lowering in patients with acute cerebrovascular accident’

Syntactic
simplification

Ensayo cĺınico para establecer los efectos de las dosis bajas de rtPA y los
efectos de reducir intensamente la presión arterial. Se estudiará en pa-
cientes con accidente cerebrovascular isquémico agudo.

‘Clinical trial to establish the effects of low-dose rtPA and the effects of
lowering blood pressure intensively. This will be studied in patients with
acute cerebrovascular accident’

Lexical
and syntactic
simplification

Ensayo cĺınico para establecer los efectos de las dosis bajas de rtPA y los
efectos de reducir intensamente la presión arterial. rTPA es el activador
recombinante del plasminógeno tisular, un medicamento que ayuda a
disolver los coágulos de sangre. Se estudiará en pacientes con accidente cere-
brovascular isquémico agudo (ictus).

‘Clinical trial to establish the effects of low-dose rtPA and the effects of
lowering blood pressure intensively. rtPA stands for recombinant tissue plas-
minogen activator, a medical drug that helps to dissolve blood clots. This
will be studied in patients with acute cerebrovascular accident (stroke)’

Original Mujeres en tratamiento de TRA que reciban embriones propios o donados
que presenten un desarrollo endometrial inferior a 5 mm a pesar de haber
recibido un tratamiento con estrogenoterapia. (2016-001716-38)

‘Women in ART treatment that receive own or donated embryos and pre-
senting an endometrial development less than 5 mm despite having received
treatment with estrogen therapy.’

Syntactic
simplification

Mujeres en tratamiento de TRA que reciban embriones propios o donados.
Las mujeres presentarán un desarrollo endometrial inferior a 5 mm a pesar
de haber recibido un tratamiento con estrogenoterapia.
‘Women in ART treatment that receive own or donated embryos. These
women will have an endometrial development less than 5 mm despite having
received treatment with estrogen therapy.’

Lexical
and syntactic
simplification

Mujeres en tratamiento de reproducción asistida que reciban embriones
propios o donados. Las mujeres presentarán un desarrollo del endometrio
(capa del útero) inferior a 5 mm a pesar de haber recibido una terapia
de estrógenos (hormonas). ‘Women in assisted reproductive treatment
that receive own or donated embryos. These women will have a development
of endometrium (the innermost layer of the uterus) less than 5 mm despite
having received treatment with estrogens (hormones).’

Table 1: Samples of technical sentences and manually simplified (EudraCT id in brackets).

3 Methods

3.1 Data preparation

Three linguists analyzed trial announcements
from EudraCT.2 A set of 700 texts come from
(Campillos-Llanos et al., 2021) and cover the
period 2009-2020; and another set contains
340 texts (issued in the years 2020-2022). In
total, we analyzed 1040 texts. However, we

2https://www.clinicaltrialsregister.eu

only used 510 trials (49.04%), because we
discarded texts that were too long (above
1500 tokens), had lists with more than 10
lab values or had sentences that could not
be simplified syntactically. Sentences with
co-reference ambiguities, digressions or ex-
ceeding 25 words were selected (we followed a
criterion supported by experts in Plain Lan-
guage (da Cunha, 2022)). The criteria are
detailed in §3.2 and Tables 2 and 3.
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APPO Appositive phrases

Orig Sujetos, varones y mujeres, con diagnóstico de insuficiencia renal.
(‘Subjects, men and women, diagnosed with renal failure.’) (2014-001296-32)

Simp Sujetos con diagnóstico de insuficiencia renal.
(‘Subjects diagnosed with renal failure.’)

CONJ Conjunctions (coordination and subordination)

Orig Diagnóstico por la imagen mediante fármacos radiactivos con el objetivo de localizar
glándulas paratiroideas anómalas cuando las pruebas de imagen convencionales son
negativas y aśı poder planificar de forma óptima el tratamiento quirúrgico.
(‘Diagnostic imaging using radioactive pharmaceuticals to locate abnormal parathyroid
glands when conventional imaging tests are negative, as a necessary condition for
planning an optimal surgical treatment.’) (2019-002729-31)

Simp Diagnóstico por la imagen mediante fármacos radiactivos para localizar glándulas
paratiroideas anómalas cuando las pruebas de imagen convencionales son negativas.
Aśı se podrá planificar de forma óptima el tratamiento quirúrgico.
(‘Diagnostic imaging using radioactive pharmaceuticals to locate abnormal parathy-
roid glands when conventional imaging tests are negative. Surgical treatment can then
be optimally planned.’)

COREF Co-reference and anaphora

Orig Ensayo cĺınico para la identificación de biomarcadores basados en técnicas ómicas (..),
y su variabilidad inter e intraindividual que permitan la mejora en la individualización
del tratamiento.
(‘Clinical trial for the identification of biomarkers based on omics techniques (..), and
their inter and intra-individual variability that allow the improvement in the individ-
ualization of treatment.’) (2019-002795-13)

Simp Ensayo cĺınico para identificar biomarcadores basados en técnicas ómicas (..), y su
variabilidad inter e intraindividual. Estas técnicas permitiŕıan la mejora en la indi-
vidualización del tratamiento.
(‘Clinical trial to identify biomarkers based on omics techniques (..), and their inter-
and intra-individual variability. These techniques would allow the improvement in the
individualization of treatment.’)

LEN Long sentences

Orig Las pacientes fértiles deberán obtener resultado negativo en una prueba de embarazo
en orina en las 24 horas previas a la primera dosis del fármaco del estudio.
(‘Female subjects of childbearing potential must have a negative urine pregnancy test
within 24 hours prior to the first dose of study drug.’) (2019-001565-33)

Simp Las pacientes fértiles deberán obtener resultado negativo en una prueba de embarazo
en orina. Se hará en las 24 horas previas a la primera dosis del fármaco del estudio.
(‘Female subjects of childbearing potential must have a negative urine pregnancy test.
This will be performed within 24 hours prior to the first dose of study drug.’)

NEG Negation

Orig No más de 1 año antes de la fecha de inclusión.
(‘No more than 1 year prior to enrollment.’) (2015-003759-23)

Simp Un año o menos antes de la fecha de inclusión.
(‘One year or less prior to enrollment.’)

Table 2: Syntactic simplification aspects according to linguistic criteria.

3434

Leonardo Campillos-Llanos, Rocío Bartolomé, Ana R. Terroba Reinares

34



NOM Change nouns/adjectives to verb form

Orig: Paracetamol en el tratamiento del dolor.
(‘Paracetamol in the treatment of pain.’) (2015-004482-88)

Simp: Paracetamol para tratar el dolor.
(‘Paracetamol to treat pain.’)

PAS Passive to active voice

Orig: 4 semanas previas a dosificación, o más si es requerido por las regulaciones locales.
(‘4 weeks before dosage, or more if it is required by local regulations’) (2016-001227-31)

Simp: 4 semanas previas a dosificación, o más si las regulaciones locales lo requieren.
(‘4 weeks before dosage, or more if local regulations require it.’)

REDUN Redundancies

Orig Se debe consultar al monitor médico antes de que el participante del estudio se incor-
pore al estudio AS0014. (‘The medical monitor must be consulted prior to the study
participant’s entry into the AS0014 study.’) (2019-004163-47)

Simp Se debe consultar al monitor médico antes de que el participante se incorpore al estudio
AS0014.
(‘The medical monitor must be consulted before the participant enters into the AS0014
study.’)

OVERS Oversimplification

Orig En participantes sintomáticos, uno de los criterios para el diagnóstico de posible de-
mencia frontotemporal de variante conductual o de subtipo semántico o de afasia pro-
gresiva primaria. (‘In symptomatic patients, one of the criteria for the diagnosis of
probable behavioral variant FTD or FTD-semantic subtype or FTD-Progressive Non-
fluent Aphasia.’) (2019-004066-18)

Simp En participantes sintomáticos, que tengan uno de los criterios para el diagnóstico
de posible demencia frontotemporal de variante conductual. También, que tengan
posible demencia frontotemporal de subtipo semántico o de afasia progresiva primaria.
(‘In symptomatic patients, participants who have one of the criteria for the diagnosis
of possible behavioral variant of frontotemporal dementia. Also, participants who have
possible frontotemporal dementia of semantic subtype or primary progressive aphasia.’)

OTHER Other: This label gathers aspects related to style, punctuation or grammar that
enhance the clarity of the sentence or avoid ambiguities; these operations include
fixing number or gender disagreement, preposition errors or unnatural word order.

Orig Aborto recurrente, preeclampsia previa o enfermedades hematológicas. Uso de
fármacos vasoactivos: Fundamentalmente relacionadas con la hipertensión.
(‘Recurrent miscarriage, previous preeclampsia or hematologic diseases. Use of vasoac-
tive drugs: Fundamentally related to hypertension.’) (2017-001878-42)

Simp Aborto recurrente, preeclampsia previa o enfermedades hematológicas. Uso de fármacos
vasoactivos fundamentalmente relacionados con la hipertensión.
(‘Recurrent miscarriage, previous preeclampsia or hematologic diseases. Use of vasoac-
tive drugs mainly related to hypertension.’)

Table 2: Syntactic simplification aspects according to linguistic criteria (cont.).
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3.2 Simplification criteria

We followed the works by experts in plain
language (da Cunha, 2022), the recom-
mendations of the International Plain Lan-
guage Federation,3 the guideline prepared
by the European Commission (European-
Commission, 2016) and lexical simplification
analyses (Koptient, Cardon, and Grabar,
2019; Carbajo and Moreno-Sandoval, 2023).
We also applied the criteria defined in former
work (Campillos-Llanos et al., 2022).

We provide two versions: syntactically
simplified sentences, and sentences with syn-
tactic and lexical simplifications. The ver-
sion without lexical simplification is intended
for research on syntactic simplification (e.g.
development of a dedicated tool). The fully
simplified one is provided for end-to-end sys-
tems that simplify sentences at all levels. A
guideline gathers the simplification criteria.4

Tables 2 and 3 show all simplification aspects.

3.3 Analysis and evaluation

To understand the distribution of topics
across sentences, we used Medical Subject
Heading (MeSH) Tree Entry Terms from the
corresponding source text. Each EudraCT
trial announcement has a MeSH descrip-
tor (section E.1.1.2) of the therapeutic area.
Nonetheless, these are not always accurate,
and our topic distribution is only illustrative.
We also counted the most frequent medical
concepts in the sentences. Although the dis-
tributed dataset is not normalized to Con-
cept Unique Identifiers from the Unified Med-
ical Language System (Bodenreider, 2004),
we used a lexicon (Campillos-Llanos, 2023)
for the normalization used in this analysis.

To measure the quality of our simplifica-
tions, we conducted quantitative and qual-
itative measurements. First, we compared
the word count, the number of syllables per
sentence, the count of polysyllable words
(with at least 3 syllables) and of monosyl-
lable words in original and simplified sen-
tences. We used Textstat (Bansal and Ag-
garwal, 2021). Simplified sentences should
be shorter, have less syllables or less poly-
syllable words. We also compared the depen-
dency tree height. This is a measure of struc-
tural complexity, given that more complex
sentences have deeper syntactic dependency
trees, as other teams showed (Alva-Manchego

3https://www.iplfederation.org/
4
https://digital.csic.es/handle/10261/346579

et al., 2020; Martin et al., 2020). The depen-
dency tree depth should be shorter in sim-
plified sentences. We computed this value
with the Spacy es core news sm model (vs.
3.3.3). For example, the following unsimpli-
fied sentence (with an apposition) has a token
count of 7 and a dependency tree height value
of 3: Subjects, men and women, with renal
insufficiency. In contrast, the simplified ver-
sion (without the apposition) has less tokens
(4) and a shallower dependency tree height
(2): Subjects with renal insufficiency. Fig-
ure 2 shows the dependency parsing of both
sentences (obtained with Spacy).

To compare the lexical diversity of each
simplification version, we computed the type-
token ratio (TTR), a measure that has been
used to describe other corpora (Trienes et al.,
2022). The TTR is the proportion between
unique tokens (types) and all tokens in a cor-
pus. The higher the TTR value, the more lex-
ically diverse a text is, and presumably more
complex. We used a Python script.5

As a proxy for readability, we computed
the average Inflesz score for each version
(original, syntactic simplification and lexi-
cal and syntactic simplification). This is a
perspicuity-based measure to estimate how
clear and comprehensible a text is, according
to the count of words, syllables and sentences.
The Inflesz value was validated in Spanish
health texts (Barrio-Cantalejo et al., 2008).
The higher the score, the more readable the
text is. We used a Python implementation.6

We did not use BLEU nor SARI since we
did not compare the output of any simplifica-
tion method with the human simplifications.

For a qualitative evaluation, three sub-
jects (one linguist and two documentalists
who were not involved in the simplification)
assessed 100 random simplified sentences (50
with syntax simplification, and 50 with both
the syntax and lexical simplification). They
evaluated grammaticality and fluency (G/F),
semantic coherence and meaning adequacy
(M), and overall simplification (S), in line
with previous work (Saggion et al., 2015;
Koptient and Grabar, 2020). A 5-point Lik-
ert scale questionnaire was distributed (5 was
the highest score, and 1 the lowest). We
modified instructions originally prepared by
other teams (Yamaguchi et al., 2023) to fit
the Spanish language.

5Available at: https://acortar.link/N49259
6Available at: https://acortar.link/9i8yF0
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ABBR Expanding abbreviations/acronyms

Orig: Tratamiento para el MDE. (‘Treatment for MDE.’) (2019-002704-41)

Simp: Tratamiento para el episodio depresivo mayor.
(‘Treatment for mayor depressive episode.’)

ADD-LEX Adding a lexeme

Orig: Tolerabilidad de macitentan. (‘Tolerability of macitentan.’) (2013-003822-96)

Simp: Tolerabilidad del medicamento macitentan (‘Tolerability of macitentan medical
drug.’)

DEL-LEX Deleting a lexeme

Orig Elvitegravir (EVG) administrado junto a darunavir.
(‘Elvitegravir (EVG) administered with darunavir.’) (2013-001476-37)

Simp Elvitegravir administrado junto a darunavir.
(‘Elvitegravir administered with darunavir.’)

HYP Replacement with a hypernym

Orig Ensayo cĺınico, simple ciego, aleatorizado, controlado y prospectivo.
(‘Single blind, randomized, controlled prospective clinical trial.’) (2012-005571-14)

Simp Ensayo cĺınico de investigación. (‘Clinical research trial.’)

PAR Paraphrase or definition

Orig Tratamiento con amikacina intravenosa.
(‘Treatment with intravenous amikacine.’) (2014-001296-32)

Simp Tratamiento con amikacina administrada en vena.
(‘Treatment with amikacine administered into the vein.’)

SYN Simpler synonym

Orig Profilaxis habitual. (‘Usual prophylaxis.’) (2019-002233-11)

Simp Prevención habitual. (‘Usual prevention.’)

TRANS Translation

Orig Test de embarazo de la visita de screening.
(‘Pregnancy test at the screening visit.’) (2020-001901-22)

Simp Test de embarazo de la visita de selección.

Table 3: Lexical simplification aspects according to linguistic criteria.

Figure 2: Dependency parsing of an unsimplified sentence with an apposition (appos) above and
the simplified sentence (without the apposition) below; ADP : ‘adposition’ (∼preposition).
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Figure 3: Tokens per sentence and dependency tree height values of original sentences, sentences
with syntactic simplification (S) and with syntactic and lexical simplification (S+L).

Original S S+L

Tokens (tk) 43 229 45 013 55 777
Types 5625 5669 5764
TTR 0.13 0.10 0.12
Avg tk/st 35.66 (±10.51) 17.31 (±3.91) 19.16 (±3.93)
Avg st 1.02 (±0.16) 2.21 (±0.62) 2.47 (±0.85)
Avg syl/st 66.55 (±19.45) 31.50 (±10.57) 34.48 (±11.97)
Avg mon/st 19.40 (±6.64) 9.03 (±3.87) 9.89 (±4.13)
Avg pol/st 8.63 (±2.65) 4.34 (±2.12) 4.61 (±2.37)

Table 4: Counts; S : syntactic simplification; S+L: syntactic and
lexical simplification; Avg : average; TTR: type-token ratio; st : sen-
tence; syl : syllables; mon: monosyllable words; pol : polysyllable.

Figure 4: Inflesz scores.

Figure 5: Distribution (%) of syntactic (left) and lexical simplification operations (right).

4 Results

4.1 Descriptive statistics

Table 4 shows descriptive statistics. The syn-
tactically simplified version has shorter sen-
tences and contain less syllables and polysyl-
lable words. However, monosyllable words
are more abundant in the original version.
The number of simplified sentences tends to
be slightly superior to the original version; in-
deed, many simplifications involved splitting
long sentences. The fully-simplified version
contains marginally longer sentences, more
syllables and polysyllable words compared to
the version with only syntactic simplification.
Similarly, the TTR scores were lower in the

syntactically simplified version. The original
and the fully-simplified versions were more
lexically diverse, possibly because they have
more jargon or paraphrases, respectively.

With regard to readability (Figure 4), the
average Inflesz score of the original version
was of 35.69 (±19.72), which is interpreted
as Very difficult. The syntactically simplified
version has a higher score (44.19±15.42); and
sentences with both syntactic and lexical sim-
plification have a higher score (48.99±11.75).
Scores of both simplified versions are consid-
ered Somewhat difficult in Inflesz.

Regarding the dependency tree height, the
average value was of 7.13 in the original sen-
tences; 4.80 in the syntactically-simplified
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ones; and 5.06 in the sentences both syn-
tactically and lexically simplified. Figure 3
shows the distribution of word count and de-
pendency tree height values across versions.
Statistical tests of these values, count of syl-
lables, monosyllable and polysyllable words
across versions showed statistically signifi-
cant differences (Kruskall-Wallis, p<0.0001).

Overall, lexical aspects needed more sim-
plification. Figure 5 shows the distribution
of simplification operations. A total of 1476
syntactic aspects were simplified (an aver-
age of 1.23 operations per sentence). Short-
ening sentence length and changing nomi-
nal/adjective structures to verbs were the
most frequent operations in our data. In
turn, 2208 lexical aspects were simplified
(an average of 1.84). Altogether, semantic-
related lexical changes (paraphrasing, syn-
onym and hypernym replacement) are esti-
mated to represent up to 76.63% of lexical op-
erations. Abbreviations/acronyms account
for a 11.46%.

4.2 Health topics and concepts

Table 5 shows the 15 most frequent UMLS
Concept Unique Identifiers (CUIs). Most re-
fer to research tasks (clinical trials, evalua-
tion, randomization), participants (patients,
study subjects) and general entities about
conditions or procedures (disease, pharma-
ceutical preparations (prep.), medicament).

Freq CUI and preferred term

2604 C0008976; Clinical Trials
2122 C0008972; Clinical Research
1875 C2603343; Study
1719 C0030705; Patients
1372 C0087111; Therapeutic procedure
857 C0220825; Evaluation
529 C0681850; Study Subject
490 C0034656; Randomization
438 C0008976; Clinical Trials
412 C0012634; Disease
353 C0013227; Pharmaceutical prep.
350 C0221423; Illness
348 C1510438; Assay
337 C0456386; Medicament
337 C0304228; Proprietary drug

Table 5: The most frequent CUIs.

Figure 6 plots the topic distribution of
Medical Subject Headings (MeSH) in the Eu-
draCT source texts (15 most frequent top-

ics). Most sentences come from clinical trial
announcements about cancer (19.69%), virus
diseases (11.42%), nervous system diseases
(9.25%) and cardiovascular diseases (7.48%).

Figure 6: The 15 most frequent MeSH topics
(%) in the EudraCT source texts.

G/F M Sim Avg

S 4.9 4.9 3.6 4.5
S+L 4.8 4.9 4.3 4.7

Table 6: Human evaluation; G/F : grammat-
icaly/fluency; M : meaning; Sim: simplifica-
tion; S : syntactically simplified; S+L: syntac-
tically and lexically simplified; Avg : average.

4.3 Human evaluation

Table 6 includes the evaluation results; we
also include the average of the three as-
pects as in (Maddela, Alva-Manchego, and
Xu, 2021). The average simplification scores
(Sim) were slightly lower in the version with
only syntactical simplification. Grammati-
cality and fluency aspects (G/F ) were mod-
erately similar. Still, some sentences from
the version with both lexical and syntactic
simplification were penalized due to many
explanations in brackets that decreased the
perceived readability. However, with regard
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O: Se estudiará en el tratamiento de pacientes (NOM)
((PRO) (V)) (PP ((PREP) (NP ((DET)(N) (PP ((PREP) (NP (N))))))

S: Se estudiará para tratar pacientes
((PRO) (V)) (PP (PREP) ((V) (NP (NOUN))))

O: Sujetos, varones y mujeres, con insuficiencia renal (APPO)
(NP ((N) (PUNCT) (NP (N) (CCONJ) (N)) (PUNCT) (PP (PREP) (NP (N) (AP (ADJ))))))

S: Sujetos con insuficiencia renal
(NP ((N) (PP (PREP) (NP (N) (AP (ADJ))))))

Table 7: Samples of rules to change original (O) to simplified sentences (S ). ADJ : ‘adjective’;
AP : ‘adjective phrase’; DET : ‘determiner’; N : ‘noun’; NP : ‘noun phrase’; PRO : ‘pronoun’; PP :
‘prepositional phrase’; PREP : ‘preposition’; PUNCT : ‘punctuation’; V : ‘verb’.

to simplification, the fully simplified version
received higher scores. This implies that
both syntactic and lexical aspects achieved
the best overall simplification, although we
need to improve sentence fluency.

5 Discussion

Readers can not always understand medical
documents due to long sentences, terminol-
ogy and opaque acronyms. Simplifying med-
ical texts needs to address syntactic and lexi-
cal aspects. However, any simplification task
poses the challenge of guaranteeing to trans-
mit the meaning of the text with precision.

We present a manually-simplified dataset
for automatic simplification of medical texts.
Our quantitative evaluation showed that sen-
tence length, average tokens, syllables and
polysyllable words per sentence, and depen-
dency tree height values were lower in sim-
plified sentences—i.e., these are less complex.
Inflesz readability scores showed that simpli-
fied sentences are less difficult; still, accord-
ing to this scale, they are Somewhat difficult.
This is in line with our human evaluation, in
which the overall simplification was rated in
a 5-point Likert scale with lower scores (com-
pared to fluency or semantic adequacy). All
in all, there is still room for improvement, but
the version with syntactic and lexical simpli-
fications was rated better on average.

Our work has several limitations. First,
the dataset size is small, which makes it diffi-
cult to train data-intensive approaches. More
sentences need to be simplified by humans,
which is a labor-intensive task. Second, the
human evaluation could be subjective and is
not strong (only 3 subjects assessed 100 sim-
plified sentences, due to time constraints).
Third, we did not test any syntactic simplifi-
cation system. Some tools are only available
for English (Mukherjee et al., 2017; Scarton

et al., 2017; Chatterjee and Agarwal, 2021).
Other tools for Spanish are not openly ac-
cessible (Ferrés et al., 2016). Creating (or
re-adapting) a system for the Spanish lan-
guage is out the scope of the present work.
Lastly, although we described linguistic sim-
plification aspects, we did not annotate ab-
stract operations (e.g. delete, add, move or
replace), as in other works (Bott and Sag-
gion, 2011; Cardon et al., 2022).

On the whole, this is one of the few avail-
able resources for medical text simplification
in Spanish. The dataset can be used to de-
rive sentence-level simplification rules. Part-
of-speech tagging the original and simpli-
fied sentences allows linguists to extract rules
across registers, as other teams did (Seretan,
2012; Szep et al., 2019). Table 7 illustrates
some samples of simplification rules.

6 Conclusion

We presented a dataset of 1200 sentences
from clinical trial announcements in Span-
ish. Three experts simplified them manu-
ally according to criteria recorded in a guide-
line, which is shared publicly along with the
dataset. We distribute a syntactically sim-
plified version, and another with lexical and
syntactic simplification. We reported de-
scriptive statistics, an analysis of health top-
ics and concepts, and a quantitative evalua-
tion. A human evaluation showed that the
simplified sentences are adequate, and the
fully simplified version was assessed better.
The main limitations are the small dataset
size and the limited human evaluation.
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Abstract: Human evaluation of neural models in Natural Language Generation (NLG) re-
quires a careful experimental design in terms of the number of evaluators, number of items
to assess, number of quality criteria, among other factors, for the sake of reproducibility
as well as for ensuring that significant conclusions are drawn. Although there are some
generic recommendations on how to proceed, there is not an established or accepted eval-
uation protocol admitted worldwide yet. In this paper, we address empirically the impact
of the number of items to assess in the context of human evaluation of NLG systems. We
first apply resampling methods to simulate the evaluation of different sets of items by each
evaluator. Then, we compare the results obtained by evaluating only a limited set of items
with those obtained by evaluating all outputs of the system for a given test set. Empirical
findings validate the research hypothesis: well-known resampling statistical methods can
contribute to getting significant results even with a small number of items to be evaluated
by each evaluator.
Keywords: Natural Language Generation, Human Evaluation, Resampling Methods.

Resumen: La evaluación humana de modelos neuronales en Generación de Lenguaje Nat-
ural (GLN) requiere un diseño experimental cuidadoso de elementos como, por ejemplo,
número de evaluadores, número de ı́tems a evaluar, número de criterios de calidad, en-
tre otros, para ası́ garantizar la reproducibilidad de experimentos, ası́ como para asegurar
que las conclusiones extraı́das son significativas. Aunque existen algunas recomendaciones
genéricas sobre cómo proceder, no existe un protocolo de evaluación consensuado, general
y aceptado. En este artı́culo prestamos atención a cómo influye el número de elementos
a evaluar en la evaluación humana de los sistemas de GLN. Aplicamos distintos métodos
de remuestreo para simular la evaluación de distintos conjuntos de ı́tems por parte de cada
evaluador. A continuación, comparamos los resultados obtenidos evaluando sólo un con-
junto limitado de ı́tems con los obtenidos evaluando todas las salidas del sistema para el
conjunto completo de casos de prueba. Las conclusiones derivadas del estudio empı́rico
corroboran la hipótesis de investigación de partida: el uso de técnicas de remuestreo ayuda
a obtener resultados de evaluación significativos incluso con un número pequeño de ı́tems a
evaluar por cada evaluador.
Palabras clave: Generación de Lenguaje Natural, Evaluación Humana, Remuestreo.

1 Introduction

There is debate about the use of automatic
metrics versus human judgement when evaluat-
ing the output of Natural Language Generation
(NLG) systems. Reiter (2018) stated that com-
monly used automatic metrics, such as ROUGE
(Lin, 2004), METEOR (Banerjee and Lavie,

2005), or BLEU (Papineni et al., 2002), do not
correlate well with human judgements for the
evaluation of NLG systems. This is mainly be-
cause the most popular metrics are based on
checking the n-gram overlap of the generated
sentence with a limited set of reference texts that
are considered correct, but do not cover all the
possible text variations that NLG systems may
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produce (e.g., paraphrases, synonyms, or alter-
nate realizations). Accordingly, other metrics
have emerged, such us embeddings-based metric
to measure similarity between reference and can-
didate texts like BERTScore Zhang et al. (2020),
or pre-trained metrics, i.e., neural models trained
to learn how to automatically do an evaluation
task, like BLEURT (Sellam, Das, and Parikh,
2020) or NUBIA (Kane et al., 2020). More re-
cently, there are studies regarding the applica-
tion of ChatGPT for assessing generation tasks
(Wang et al., 2023). However, despite these ef-
forts to produce more and more data-driven au-
tomatic metrics, which are inspired from the ma-
chine learning community, the lack of correla-
tion with human evaluation persists (Moramarco
et al., 2022).

On the other hand, Van der Lee et al. (2021)
recommended some best practices for human
evaluation, and the NLG research community is
doing efforts to set the basis for reproducible hu-
man evaluation (Belz et al., 2023; Belz, 2022).
But, in spite of this, there is still a lack of for-
mal protocol for carrying out NLG human eval-
uation. Furthermore, conducting human evalua-
tion properly is not straightforward, since there
are multiple factors that must be considered, be-
ing among them the textual properties to be as-
sessed, the evaluation criteria that human evalu-
ators must follow, the number of human evalua-
tors, the number of items to evaluate, the number
of questions per item, the statistical tests, tools
for data analysis, etc.

In this paper we focus on validating the fol-
lowing research hypothesis: “well-known resam-
pling statistical methods can contribute to getting
significant results even with a small number of
items to be evaluated by each evaluator”. Thus,
we aim to prove empirically the influence of the
number of items presented to an evaluator in the
context of human NLG evaluation. Starting from
a set of texts generated by an NLG system (i.e.,
a set of items to be evaluated), we research on
the minimal number of texts to be assessed for
ensuring that the evaluation results obtained are
significant.

More precisely, we apply two resampling
methods to simulate multiple evaluations, thus
exploring the effect of different number of items
per evaluation. As far as we know, this is the first
empirical study regarding the impact of the num-
ber of items to assess in NLG human evaluation.
Notice that the concept of “item” may vary de-
pending on the context. In the context of NLG
evaluation, some researchers may understand as

“item” each criteria used to manually evaluate
the text (e.g., coherence, quality, etc.), but in this
paper item refers to each text to be evaluated.

The rest of the manuscript is organized as
follows. Section 2 introduces some preliminary
concepts. Section 3 presents the methods to be
used for the experimentation described in Section
4. Finally, Section 5 concludes the paper with
some final remarks and points out future work.

2 Background
One of the parameters to be set when designing a
human evaluation process is the number of items
(i.e., either the number of questions an evalua-
tor must answer or the number of tasks an eval-
uator must do) to obtain sufficiently reliable and
representative results, while avoiding work over-
load. However, selecting a representative number
of items is not a trivial task and depends on the
type of study you are conducting.

In the field of statistics, there was a tendency
to use the “n=30 rule-of-thumb” and set at least
30 as the default minimal number of questions
or tasks for any study, but, to the best of our
knowledge, without any scientific justification or
empirical evidence. A possible explanation for
this may have its origin in the pre-computer era,
when all the calculations were made by hand.
Student (1908) described how, when calculating
the probable error of correlation coefficients, the
best results were obtained with a sample size of
30 and one of the conclusions was “with samples
of 30 [...] shows that the mean value approaches
the real value [of the population] comparatively
rapidly”. Afterwards, the choice of this “mag-
ical” number as a sufficient sample size to get
sounded results (from a statistical viewpoint) was
maintained for decades, arguing that 30 samples
were enough to hold the central limit theorem.
Years later, in the computer era, this belief was
deprecated in favor of bootstrap-based diagnos-
tics (Hesterberg, 2008).

In the context of NLG human evaluation, Van
der Lee et al. (2021) stated that “there should
also be a sufficient number of outputs, so that a
couple of particularly good or bad items do not
skew the results too much. However, the number
of items to evaluate depends heavily on the di-
versity of the sample, so we cannot give any spe-
cific recommendations here.”. In their analysis of
89 papers, they noted that there was a median of
100 items utilized for human evaluation. How-
ever, the quantity of items varied widely, ranging
from 2 to 5400, indicating a significant disparity.
Thus, there is no general rule to determine the
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number of items that must be evaluated to ob-
tain a reliable evaluation of an NLG system. Of
course, the smaller the number of items required
to get significant results the better. But beware of
the negative oversimplification risk.

3 Methods
We aim to measure empirically the influence of
the number of items when carrying out human
evaluation of an NLG system. Considering that
the number of items in our context refers to the
number of texts to be evaluated when assessing
the goodness of an NLG system, we will start
from a large pool of texts evaluated by humans
(what is taken as the baseline). Then, we will ap-
ply different resampling strategies in the search
for the minimal set of texts taken from the ini-
tial pool that is required to draw sounded conclu-
sions, i.e., to extract insights with a reasonable
statistical significance. Before going in depth
with the experimental study, let us introduce the
resampling methods (see Section 3.1) and statis-
tical tests (see Section 3.2) to be used later in Sec-
tion 4.

3.1 Resampling methods
In statistics, resampling refers to the creation
of new synthetic samples from observed or real
ones. There are different methods to perform re-
sampling such as cross-validation, permutation,
subsampling or bootstrap. The latter is the one
we used in our experiments and is introduced
here to better understand the upcoming sections.

Bootstrap is an approach to statistical infer-
ence proposed by Efron (1979) which translates,
in practice, the construction of different resam-
pling schemes to approximate the sample distri-
bution of a statistic (i.e., a function of the sam-
ple). The basic idea of bootstrap is that it is pos-
sible to make inferences about a given population
from a reduced but representative sample of such
population. If the target population were known,
then we may measure the degree of agreement
between the data distributions associated with the
selected sample and with the entire population.
Imagine that we desired to use answers to a sur-
vey to predict the result of a coming election in a
city. If we may conduct the survey with all peo-
ple who is entitled to vote, then we may have a
high confidence in the predictive power of results
of such survey. However, conducting a survey
with the entire population is very expensive and
sometimes even impossible because some people
may refuse to take part. In practice, we should
look for the smallest sample of the population

that is representative enough of the entire popula-
tion, so we can optimize resources and maximize
the chance of getting significant results. How-
ever, what is the size of the smallest (but yet rep-
resentative, for a certain significance) sample?
Can we say that collecting answers to the survey
by 30 people is enough? There is not a magical
number a priori for the optimal sample size be-
cause the predictive power of the survey is not
only a matter of quantity but also a matter of “in-
ference” quality.

With the bootstrap method, the inferences are
performed regarding synthetic samples, and they
are derived by resampling from the given data
which represents a subset of the target popula-
tion. The true error in a sample statistic against
its population is unknown because the entire pop-
ulation is unknown. However, the quality of in-
ference of each synthetic sample from resampled
data is measurable if we take as baseline the full
initial sample (assuming it represents well the
data distribution in the entire target population).

In short, the procedure to apply bootstrap is
as follows:

1. Obtain a data sample that will be the “pop-
ulation” over which subsampling is applied.

2. Choose the number of synthetic subsamples
(replications) to be generated.

3. Choose a subsample size (s) per
replication.

4. For each replication:

(a) Produce a new synthetic subsample
with replacement of size s.

(b) Estimate the quality of the generated
subsample by computing the desired
statistic.

5. Aggregate statistics for all replications.

It is worth noting that using the bootstrap
method, for each replication, we always get a
sample of the chosen size with replacement. For
example, if the population includes 4 values such
as [a,b,c,d] and we set 3 as subsample size, then
we may obtain something like [a,a,c], where
some values in the generated sample can be re-
peated. Thus, all values in the original popu-
lation have the same probability to be selected
when filling in each position in each new syn-
thetic sample. On the contrary, if we applied
Resampling without Replacement (RWOR), for
each replication, then repetition of values is not
allowed. In our experiment, we will test both
bootstrap and RWOR.
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3.2 ANOVA for discrete distributions
The analysis of variance (ANOVA) is a statistical
test to compare the means of two different groups
or populations (Fisher, 1992). ANOVA produces
as output a number (named as F-statistic) and a p-
value which supports or rejects the null hypoth-
esis. In an ANOVA test, the null hypothesis is
that the means of the groups being compared are
the same, while the alternative hypothesis is that
group means are different. This way, if the p-
value obtained from the test is less than the usual
α significance levels (0.1, 0.05, 0.01), then the
null hypothesis can be rejected, and we can state
that at least one of the means is different from
the others. Then, different post-hoc tests can be
applied to find out for which specific group the
mean is different Otherwise, the null hypothesis
cannot be rejected and therefore, we do not have
enough evidence to say that there is a significant
difference between the groups under comparison.

Even if ANOVA was originally defined for
continuous data, there are some ANOVA exten-
sions to treat properly also discrete data (De Leon
and Zhu, 2008). In our case, we will use a vari-
ation of the ANOVA test which is more suitable
to deal with discrete distributions. Namely, the
function used is called discANOVA, from the
WRS2 package in R (Mair and Wilcox, 2020).
This function checks if the null hypothesis (i.e.,
that for two or more independent groups, the cor-
responding discrete distributions are identical) is
satisfied. More precisely, discANOVA verifies
if the groups have identical multinomial distribu-
tions.

It is worth noting that the power analysis done
with software tools like G*Power (Faul et al.,
2009) helps designers estimate the number of
participants that are required in a user study with
the aim of achieving significant results. How-
ever, as far as we know there is not any power
analysis associated with the estimation of the
number of items to assess by each participant.

4 Experimentation
For testing empirically the influence of the num-
ber of items in an NLG evaluation procedure, we
followed the next steps: (i) we used a real NLG
system to generate some texts (see Section 4.1);
(ii) we proceeded with the human evaluation of
all the generated texts (see Section 4.2); (iii) we
created different prototypical evaluator profiles
(see Section 4.3); and (iv) we tested the influence
of the number of items for each of the evaluator
profiles previously defined (see Sections 4.4 and
4.5).

Figure 1: Example of question in the survey.

4.1 NLG system
We searched in the literature for a neural NLG
system that may be used for generating the pool
of texts to be evaluated, and we found that
González Corbelle et al. (2022) released an NLG
system along with the related dataset. Moreover,
all the resources explained in the paper were
available to reproduce the generation of texts.

The NLG system consists of a neural model
which is adapted for a data to text (D2T) task
in the context of meteorology. It generates short
textual descriptions from meteorological tabular
data. More precisely, it is an adaptation of a
Transformer-based D2T model that initially was
designed to generate chart captions (Obeid and
Hoque, 2020). Regarding the dataset, we used
the same as in the original model, composed of
more than 3000 pairs of meteorological data and
texts. We trained our model from scratch fol-
lowing the instructions given in the original pa-
per (regarding the same parameters as well as the
training, validation, and test partitions). As a re-
sult, we produced a total of 273 texts associated
with the given test partition. These texts consti-
tute the population to be evaluated in the follow-
ing sections.

4.2 Human Evaluation
We designed an evaluation survey for assessing
all the automatically generated texts. Each ques-
tion from the survey was composed with a repre-
sentation of the tabular input given to the system
and the generated text.

The tabular data inputs represent the state of
the sky for 32 different meteorological zones and
3 periods of the day (morning, afternoon, and
night). Interpreting these 96-values table and
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Score levels for evaluation

Very bad The description is not readable
and does not match the data
shown in the images, hallucina-
tions are perceived in the gener-
ated text.

Bad The description is not easy to
read even though the content of
the text is correct, but it ignores
important information.

Fair The description is readable, but
not excessively natural. What is
mentioned in the text is present
in the data, but it is not com-
plete enough.

Good The description is well con-
structed, readable, and natural,
but perhaps it could have men-
tioned some other relevant data
present in the images.

Very Good The description is so readable,
natural, complete, and consis-
tent with the data shown that
could be considered a human
text.

Table 1: Instructions given to the evaluators to
score the texts based on their fluidity, naturalness,
and content.

checking if the generated text describes the data
correctly is a tedious task for an evaluator, so
we opted for a simplified view of the input data.
More precisely, we used the images available in
the original data repository1 instead of providing
evaluators with raw data. For each question in
the survey (see example in Figure 1), evaluators
had to look at 3 meteorological maps (i.e., one
for each period of the day) and rate how well
(in a 5-point Likert scale from “Very Bad” to
“Very Good”) the observed state of the sky is de-
scribed by the given text (which was automati-
cally generated by the D2T system). Before the
evaluation, evaluators were given clear instruc-
tions about how to score the texts, based on their
fluidity, correctness, and content (see Table 1).

1https://gitlab.citius.usc.es/
gsi-nlg/meteogalicia-es

Annotators Cohen’s κ Fleiss’ κ

1 vs. 2 0.2128

1 vs. 3 0.2565 0.2188

2 vs. 3 0.2119

Table 2: Inter-Annotator Agreement coefficients:
pair-wise Cohen’s Kappa and global Fleiss’
Kappa.

Three different evaluators with experience in
the NLG field assessed the 273 texts generated
by the system. Their Inter-Annotator Agreement
was calculated using both the Cohen (1960) and
Fleiss (1971) Kappa coefficients (see Table 2).
Regarding the pair-wise agreement, i.e., the Co-
hen’s Kappa coefficient, we observe how the de-
gree of agreement among the pairs of evaluators
is similar in general (between 0.2 and 0.3). Nev-
ertheless, going more into detail we could con-
clude that annotators 1 and 3 have the best agree-
ment on their responses. Regarding the global
agreement, i.e., the Fleiss’ Kappa coefficient, the
reported value (0.2188) is in the same range of
values reported by the Cohen’s coefficient. Ac-
cording to the Kappa statistic interpretation (Alt-
man, 1991), both the pair-wise and global agree-
ments are in the range 0.21 ´ 0.4, that it is con-
sidered a “Fair Agreement”. However, the co-
efficients obtained are closer to the low part of
the range, especially the Fleiss’ Kappa, which
is far from the 0.41 ´ 0.6 range considered as
“Moderate Agreement” and even further from the
“Good/Substantial Agreement” (0.61 ´ 0.8) that
is deemed as desirable. This highlights the diffi-
culty of the NLG evaluation task.

4.3 Evaluator profiles
For the sake of generality, we designed five dif-
ferent prototypical evaluator profiles taking as
reference the responses collected in the previous
survey. This was done in this way because we
were looking for synthetic but realistic prototyp-
ical profiles.

On the one hand, evaluators with tendency to
score high (“Good” or “Very Good”) most texts
and not to penalize too much bad texts are con-
sidered to belong to a positive profile, while the
evaluators whose tendency is just the opposite,
i.e., to rate low (“Very Bad” or “Bad”) most texts,
are considered as belonging to a negative pro-
file. On the other hand, we can consider “bipo-
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lar” evaluators who tend to both extremes, i.e.,
only use very high and very low scores, or “neu-
tral” evaluators who tend to “Fair” score for most
cases. Bipolar evaluators are associated with a
polarized profile, while neutral evaluators are as-
sociated with a neutral profile. In addition, there
is a random profile which represents evaluators
who vary randomly their scores in each question
without any pre-defined criteria and do not fit in
a specific evaluator profile of those already de-
fined.

Considering these five evaluator profiles (pos-
itive, negative, neutral, polarized, and random),
we proceed to generate their characteristic score
distributions, by simulating as if an evaluator be-
longing to each of the profiles had evaluated all
the cases under study. We take as a starting point
the real scores collected in the previous survey
and the generation procedure is made up of the
following three steps:

1. Transform all the responses from the
three real human evaluators into three
categories: negative, fair, and positive re-
sponses.2 Since we had five possible scores
in a 5-point Likert scale, we aggregated
all responses corresponding to “Very Bad”
or “Bad” in the “negative” category, while
responses associated to “Good” or “Very
Good” go to the “positive” category. The
“fair” category is made up of all responses
with “Fair” scores.

2. Aggregate the three evaluators’ scores
into a global curated score: For each ques-
tion, we apply the majority voting aggrega-
tion rule, i.e., if there are at least two eval-
uators that agree in the category of the re-
sponse (negative, fair, positive), then such
category defines the global score. Other-
wise, the question is discarded from the ag-
gregation process. As a result of the aggre-
gation stage, we have a dataset with 246 cu-
rated cases, i.e., those cases in which there
is at least a two-evaluators agreement.3 The
global distribution of scores is as follows:
89 cases are negative, 35 cases are fair, and
122 cases are positive (see Figure 2d).

3. Create the five prototypical evaluator
profiles: We re-define 5-value distributions
following the evaluation tendencies that are

2Note that here we are talking about response categories
and not about evaluator profiles.

3Due to disagreement among evaluators, 27 cases were
discarded.

characteristic for each prototypical profile.
From the dataset that we curated in the pre-
vious step, depending on the selected pro-
file, we re-assign the cases into a different
percentage for “Very Bad”, “Bad”, “Fair”,
“Good”, and “Very Good” scores. Figure
2 shows the resultant score distribution for
each evaluator profile, based on the pro-
files of the three human evaluators that were
taken as reference. Figure 2d depicts the ag-
gregated global scores from which the dif-
ferent evaluator profiles were generated. To
do that, for each profile, the negative val-
ues are reassigned as “Very Bad” and “Bad”
scores, while the positive values are reas-
signed as “Good” and “Very Good” scores.
All the transformations are made in agree-
ment with the expected tendencies for each
evaluator profile. For example, if we look
carefully at the distribution of cases in the
Positive Profile (see Figure 2i) we can no-
tice that from the 89 negative aggregated
scores (see Figure 2d) 5% of cases are asso-
ciated to the “Very Bad” score and 95% of
cases are associated to the “Bad” score. Re-
garding the 122 positive values in the same
picture, 50% of cases are associated to the
“Good” score and the other 50% of cases
is associated to the “Very Good” score.
This way we produce a synthetic distribu-
tion of scores which is realistic (because it
is grounded on the original human evalu-
ations) but follows the expected tendency
towards positive optimistic scores. Similar
transformations produce the rest of profiles
as depicted from Figure 2e to Figure 2h, al-
ways taking as starting point the aggregated
global scores (Figure 2d) extracted from the
real human evaluations.

4.4 Resampling tests
In this section, we describe how to test the in-
fluence of the number of items in an NLG eval-
uation procedure. Considering the whole set of
texts (S) generated by a system for a given test
partition, if we evaluate a subset of texts S̃ Ă S,
some questions arise:

• How representative is S̃ (with respect to S)?

• Is the score distribution when evaluating S̃
the same as when evaluating S (considering
the same evaluator or at least the same pro-
totypical evaluator profile)?

• Which is the minimum number of samples
in S̃ for yielding results as precise as the
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(a) Evaluator 1. (b) Evaluator 2. (c) Evaluator 3.

(d) Aggregated Global Scores. (e) Random Profile. (f) Polarized Profile.

(g) Negative Profile. (h) Neutral Profile. (i) Positive Profile.

Figure 2: Original scores set by human evaluators (2a-2c), overall aggregated scores (2d), and generated
score distributions for the synthetic prototypical evaluator profiles (2e-2i). The number below the bar
labels is the percentage of negative/positive aggregated scores that were transformed into each level.

ones obtained with the whole set S?

• Does the number of items selected for S̃
have the same influence on different eval-
uators (or at least on different prototypical
evaluator profiles)?

In the search for answers to the previous ques-
tions, the research hypothesis to validate is the
following: we can approximate the “real” score
distribution of an evaluator (i.e., the score ob-
tained when such evaluator evaluates all texts in
S) by evaluating only the items in S̃ and then ap-
plying a resampling method.

With the aim of testing if we can accept/reject
the previous hypothesis, we apply bootstrap and
RWOR resampling methods (as described in Sec-
tion 3.1) on all the distributions shown in Fig-
ure 2. We set α “ 0.1. The number of repli-
cations is set to 1000. The sample size, which
corresponds to the number of items to evaluate,

ranges from 2 to 245. For each number of items
tested in each of the distributions, we get 1000
p-values from the discANOVA output (i.e., one
per replication). For each p-value, if it is lower
than α, then we can say that in the given repli-
cation the resampled set of items S̃ has a distri-
bution deemed as statistically different from the
entire population S. It is worth noting that we
count how many replications (out of 1000) yield
to reject the null hypothesis: “the means of the
groups S and S̃ are the same”.

4.5 Results
Figure 3 summarizes the reported results. The
comparison pays attention to the resampling
methods (i.e., bootstrap and RWOR) and the type
of evaluators (i.e., synthetic prototypical evalua-
tor profiles vs. real evaluators).

The general trend is that for a small number
of items (i.e., less than 30) the hypothesis that
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(a) Bootstrap: human evaluators. (b) Bootstrap: prototypical evaluators.

(c) RWOR: human evaluators. (d) RWOR: prototypical evaluators.

Figure 3: Results of running bootstrap and RWOR. For each number of items in the horizontal axis, 1000
samples were generated, and the picture shows the percentage of samples for which p-value ă 0.1 when
compared to the real distribution using discANOVA.

the two distributions are considered equal is re-
jected more often, no matter either the resam-
pling method or the type of user. In the case of
RWOR, values of 0% of hypothesis rejection are
reached from 120 items on in some of the proto-
typical profiles (see Figure 3d), while for boot-
strap the values tend asymptotically to 0% but
never reach this value (see Figure 3b).

If we stick to reality, getting an exactly equal
distribution from a small number of items is prac-
tically impossible. Therefore, we have estab-

lished as a threshold of acceptance the cases in
which less than 10% of the replications reject the
hypothesis that the distributions are considered
equal. Taking this threshold as a reference, we
can see in Table 3 from what number of items
less than 10% of cases reject the hypothesis, for
each method and evaluator profile. The table also
includes the minimal number of required items
in case of establishing a smaller threshold value
such as 5% or 1%. It is easy to appreciate how
the smaller the pre-defined threshold, the bigger
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the number of items that are required to get sig-
nificant results.

Bootstrap RWOR
Threshold 10% 5% 1% 10% 5% 1%
Eval 1 16 75 240 6 37 75
Eval 2 22 70 235 11 37 80
Eval 3 14 55 220 5 36 75
Positive 23 65 210 10 44 70
Negative 17 70 220 8 38 85
Polarized 18 80 240 9 38 85
Neutral 24 90 245 9 36 90
Random 18 55 210 8 27 65

Table 3: For each human evaluator and for each
prototypical evaluator profile, number of items
from which the % of samples with a p-value ă

0.1 is always lower than a pre-defined threshold
as illustrated in Figure 3 (10%, 5%, 1%).

If we look at the bootstrap method, the evalu-
ator that first reaches the threshold of 10% of re-
jection is the third one (Eval 3 in Figure 3a) with
14 items. In addition, the prototypical profiles
that need the most items to achieve a distribution
equivalent to the original one are the Neutral and
Positive profiles, with 24 and 23 items, respec-
tively (see Figure 3b). This is not the case for
RWOR (see Figure 3c) which yields much lower
numbers, with the distribution of Eval 3 corre-
sponding to the lowest value (5 items), while
Eval 2 is associated with the highest value (11
items).

On the one hand, taking the bootstrap method
as a reference, with a rejection threshold of 10%,
we could say that for any of the tested evaluators
and prototypical profiles, from at least 24 items,
we could obtain a distribution of scores equiva-
lent to performing the complete evaluation of all
the curated 246 test cases. On the other hand,
if we consider the RWOR method for the same
threshold, the number of items to obtain a distri-
bution equivalent to the original one is reduced
to no more than 11, for all evaluators and proto-
typical profiles tested in this experiment.

To sum up with, reported results validate our
research hypothesis for the specific experimen-
tal setting under consideration, i.e., thanks to the
use of resampling methods we can get sounded
evaluation insights while requiring a very small
number of items to be evaluated. The actual num-
bers are detailed in Table 3. For a 10% thresh-
old, in the worst case, only 9.75% of the items
in S needs to be evaluated. In the best case, the

percentage of items to evaluate is only 2%. If a
smaller threshold were required, then the num-
ber of items should be bigger. Moreover, the
number of items required by RWOR is always
much smaller. In the worst case, (i.e., the Neutral
prototypical profile with threshold value equal to
1%) the required number of items is 36.58% of
all the items in S.

5 Final Remarks and Future Work
In this paper we tested the influence of the num-
ber of items in a human evaluation of NLG sys-
tems. To do so, we first carried out an evaluation
with three different raters on a pool of texts gen-
erated by a Data-To-Text neural system. Then,
with the scores obtained from the evaluation of
all the texts, we created different prototypical
evaluator profiles (that are synthetic but realis-
tic because they are grounded on the previous
human evaluations). Finally, using resampling
methods, we simulated evaluations in the search
for the minimal number of items that is required
to get sounded insights.

After carrying out the experimentation and
analyzing the results obtained, we can conclude
that in our case is possible to approximate the dis-
tribution of evaluations of a real set of texts from
a smaller subset of evaluated items. In our exper-
iment, with a test set of 246 items and each text
evaluated in a 5-point Likert scale, it would be
sufficient to evaluate 24 items (i.e., about 10%
of items randomly taken from the entire pool
of texts) to ensure that, no matter the prototyp-
ical evaluator profile, we obtain a score distribu-
tion equivalent to evaluating all the texts gener-
ated by the system in at least 90% of the cases.
This fact validates the research hypothesis under
study: “well-known resampling statistical meth-
ods can contribute to get significant results even
with a small number of items to be evaluated by
each evaluator”.

Regarding the already mentioned “n=30 rule-
of-thumb” we can say that for the specific ex-
perimental setting we achieved good results even
without reaching 30 items in the evaluation.
Nonetheless, the interesting finding is that for
different evaluators and prototypical profiles this
number varies and seems that it is not possible to
have an ideal number of items for all evaluations
beforehand. Considering evaluators with differ-
ent profiles may mean that approximating the ac-
tual distribution of scores requires a higher/lower
number of items to be evaluated. Moreover, the
minimal number of items depends also on the
pre-defined threshold. Thus, the ideal number of
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items to obtain reliable results in an NLG evalu-
ation cannot be generalized.

Anyway, our empirical study represents a step
forward in the search for an evaluation protocol
admitted worldwide. The empirical results high-
light the importance of carefully addressing the
experimental setting in human evaluation stud-
ies for NLG systems. It is crucial to pay special
attention to those parameters chosen in the con-
text of the evaluation process, being the number
of items especially relevant because it can reduce
dramatically the evaluation costs if it is properly
selected. In addition, this work provides readers
with a benchmark for choosing the ideal num-
ber of items for a given evaluation study, since
all related resources are available online as open
access.4

As future work, we plan to extend the empiri-
cal study to other types of evaluations in which
the scoring criteria and scale may vary from
those tested in this work. Also, alternative ap-
proaches or formulas for calculating and deter-
mining the minimum required number of items
to achieve representative results from a sample
will be examined. Moreover, we will consider
how resampling methods can be integrated in the
evaluation procedure to address the lack of re-
sources (e.g., evaluators availability) in NLG hu-
man evaluation.
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Introducing the NLP task of negative attitudinal
function identification

Introduciendo la tarea de PLN de identificación de funciones
actitudinales negativas
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Abstract: On social media, users often express emotions, judgments, and evalua-
tions on various social and private topics, detectable through automated methods.
While NLP tasks like emotion detection and dialogue act classification focus on
identifying emotions and intentions in texts, little attention has been paid to the
attitudinal function of a text, such as expressing dislike, disagreement, pessimism,
disapproval, etc. Our main contribution introduces the NLP task of negative atti-
tudinal function identification, going beyond emotion detection and dialogue clas-
sification by focusing on users’ intent and the expression of negative emotions, and
negative ethical and aesthetic evaluations. We present a basic synthetic dataset for
negative attitudinal functions built with foreign language teaching and learning re-
sources. The dataset was used to develop negative attitudinal function models with
supervised approaches, which were compared against other baseline models based
on social media emotion detection datasets whose emotion categories were mapped
to negative attitudinal functions. Our models, though not consistently outperform-
ing baselines due to the qualitative differences of the tasks, use of out-of-domain
data, and labeling issues found in the emotion detection datasets, exhibit promising
capabilities with unseen data and in multilingual contexts.
Keywords: negative attitudinal function identification, NLP task, social media,
synthetic dataset.

Resumen: En las redes sociales, los usuarios expresan con frecuencia sus emo-
ciones, juicios y evaluaciones sobre diversos temas sociales y privados, detectables
mediante métodos automatizados. Mientras que tareas de PLN como la detección de
emociones y la clasificación de actos de diálogo se centran en identificar emociones
e intenciones en los textos, se ha prestado poca atención a la función actitudinal
de un texto, como expresar desagrado, desacuerdo, pesimismo, desaprobación, etc.
Nuestra principal contribución introduce la tarea de PLN de identificación de fun-
ciones actitudinales negativas, yendo más allá de la detección de emociones y la
clasificación de diálogos al centrarse en la intención de los usuarios y la expresión
de emociones negativas y evaluaciones éticas y estéticas negativas. Presentamos un
dataset sintético básico para funciones actitudinales negativas construido con recur-
sos obtenidos del campo de la enseñanza y aprendizaje de lenguas extranjeras. El
conjunto de datos se utilizó para desarrollar modelos supervisados de funciones acti-
tudinales negativas, que se comparó con otros modelos estándar basados en datasets
de detección de emociones de redes sociales cuyas categoŕıas de emociones fueron
reasignadas a funciones actitudinales negativas. Nuestros modelos, aunque no su-
peran sistemáticamente los modelos estándar debido a las diferencias cualitativas de
las tareas, el uso de datos fuera de dominio y los problemas de etiquetado encontra-
dos en los datasets de detección de emociones, muestran capacidades prometedoras
con datos nunca antes vistos y en contextos multilingües.
Palabras clave: identificación de funciones actitudinales negativas, tarea de PLN,
redes sociales, dataset sintético.
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1 Introduction

On social media platforms such as Twitter
(now called X), which has an ever-growing ac-
tive user base of around 450 million monthly
users, users post a staggering 500 million
tweets a day on a wide range of public and
private issues(Ruby, 2023).1 This wealth of
digital data can be leveraged with Natural
Language Processing (NLP) tasks that focus
on detecting users’ subjective emotions (i.e.
emotion detection) (Cambria, 2016) or intent
(i.e. dialog act classification) (Jurafsky et al.,
1998). These NLP tasks provide manifold
practical applications across diverse domains,
from business and commerce to politics, dis-
aster management, sociology, and digital hu-
manities (Mohammad, 2021; Jurafsky and
Martin, 2023).

Despite advances in understanding emo-
tions and intent, a critical gap in existing
NLP tasks remains unaddressed — the iden-
tification of the attitudinal function(s) of a
given message. In linguistic terms, an attitu-
dinal function reflects the speaker’s intention
to communicate emotions, judgments, and
appreciations about a topic, entity, or thing.
This is particularly relevant in the context of
smart cities, where predicting citizens’ dis-
satisfaction and concerns plays a pivotal role
in enhancing their well-being and improv-
ing city services and infrastructure (Periñán-
Pascual, 2023). The focus on negative attitu-
dinal functions in smart city contexts results
from the research conducted in the ALLE-
GRO project (Periñán-Pascual, 2023) where
smart city problems are identified. Nega-
tive attitudinal functions take center stage in
smart city contexts, reflecting citizens’ dis-
satisfaction with various aspects of their lives,
from the condition of streets and parks to
broader sociological issues such as economic
inequality, racism, sexism, and political con-
cerns. These functions encompass a spec-
trum of semantic subtleties, including expres-
sions of dislike, disagreement, indifference,
anger, threats, worries, distrust, pessimism,
and more.

To bridge this gap, we reuse the concept
of attitudinal function from linguistic theory.
Drawing inspiration from functional theories
of foreign language teaching and learning,
systemic functional linguistics, and speech

1https://www.demandsage.com/twitter-
statistics/

act theory, we introduce the novel NLP task
of negative attitudinal function identifica-
tion. This task extends beyond emotion de-
tection and dialog act classification, with a
linguistically informed set of categories for
dealing with the expression of intent with re-
spect to emotions, judgements, and evalua-
tions. We developed a basic synthetic dataset
that captures negative attitudinal functions
in smart city scenarios using existing linguis-
tic resources. This dataset contains proto-
typical lexico-grammatical patterns that are
formally realized by functions.2 Leveraging
this dataset, various supervised models were
developed, including fine-tuned Transform-
ers, contextualized sentence embeddings, and
zero-shot classification with Natural Lan-
guage Inference (NLI) using Transformers,
together with traditional Machine Learning
using a Näıve Bayes model.

Our study explores the models’ efficacy
in identifying negative attitudinal functions
in multilingual contexts, as well as the po-
tential reuse of emotion detection datasets
for this task. Our research seeks to con-
tribute to the evolving landscape of NLP by
addressing nuanced aspects of user expres-
sions that were not captured in emotion de-
tection and dialog act classification. This
manuscript is organized as follows. Section
2 provides the background on emotion detec-
tion, dialog act classification, and negative
attitudinal function identification. Section 3
describes the methodology used in our exper-
iment, including the development of the syn-
thetic dataset of negative attitudinal func-
tions, the automatic mapping of social media
emotion detection datasets, and the super-
vised approaches. Section 4 gives the results
and discussion, including limitations, chal-
lenges, and future research directions. Sec-
tion 5 presents the conclusion.

2 Background

2.1 Emotion detection

Emotions are integral to human life, influenc-
ing communication, interaction, and learning
(Scherer, 2005). Studied historically in phi-
losophy, particularly in Socratic schools like
Aristotelianism and Stoicism (Sorabji, 2002),

2The dataset is available under the Creative Com-
mons Attribution-NonCommercial-NoDerivatives 4.0
International (CC BY-NC-ND 4.0) license at the fol-
lowing link: https://github.com/njfm0001/Negative-
Attitudinal-Function-Identification
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emotions are now being addressed in the psy-
chological and computational literature (Pi-
card, 1997; Scherer, 2005). Emotion detec-
tion in NLP is a sequence classification task
(Cambria, 2016; Mohammad, 2021). Cate-
gorical models often rely on Ekman (1992)’s
six universal emotions or Plutchik (1980)’s
extended model. Applications span public
health, safety, crisis response, advertising,
and entertainment (Cambria, 2016; Moham-
mad, 2021). Users express emotions in text
through emotionally loaded words, emojis,
or implicit cultural cues (Mohammad, 2021).
Important emotion markers include emotion
verbs, adjectives, orthography, terms of ad-
dress, adverbs, and exclamations (Moham-
mad and Alm, 2015; Alba-Juez, 2018). Emo-
tions in text can refer to the writer, reader, or
characters (Maia and Santos, 2018), although
they typically correspond to the writer’s emo-
tion (Buechel and Hahn, 2017). This task
faces challenges like figurative language and
cultural connotations (Mohammad, 2021).
Efforts are now focusing on semantic role la-
beling in appraisal-based approaches (Cam-
pagnano, Conia, and Navigli, 2022; Wegge et
al., 2022; Troiano, Oberländer, and Klinger,
2023).

Datasets for emotion detection come from
various genres or domains, such as interviews
(Scherer and Wallbott, 1994), news headlines
(Strapparava and Mihalcea, 2007; Bostan,
Kim, and Klinger, 2020), blog posts (Aman
and Szpakowicz, 2007; Quan and Ren, 2009),
tales (Alm, Roth, and Sproat, 2005), and,
more recently, tweets (Mohammad, 2012;
Roberts et al., 2012; Mohammad et al., 2015;
Liew, Turtle, and Liddy, 2016; Mohammad et
al., 2018; Plaza del Arco et al., 2020; Saravia
et al., 2018) and Reddit comments (Dem-
szky et al., 2020; Dwivedi-Yu and Halevy,
2022). Each domain has its own linguistic
idiosyncrasies (Bostan and Klinger, 2018).
Annotation methods include self-reported in-
terviews (Scherer and Wallbott, 1994), dis-
tant supervision (Mohammad, 2012; Purver
and Battersby, 2012; Wang et al., 2012;
Dwivedi-Yu and Halevy, 2022), expert knowl-
edge (Aman and Szpakowicz, 2007; Strappar-
ava and Mihalcea, 2007), and crowd-sourcing
(Mohammad and Alm, 2015; Liew, Turtle,
and Liddy, 2016; Schuff et al., 2017; Dem-
szky et al., 2020; Plaza del Arco et al.,
2020). Approaches to emotion detection in-
clude symbolic models with lexica and rule-

based methods (Strapparava and Mihalcea,
2007; Dini and Bittar, 2016; Semeraro et
al., 2023), and probabilistic models using
machine learning or deep learning (Aman
and Szpakowicz, 2007; Mohammad, 2012;
Liew and Turtle, 2016). Probabilistic, deep
learning models use networks like bidirec-
tional LSTM or Transformers such as BERT
(Devlin et al., 2019) or XLM-Twitter (Bar-
bieri, Anke, and Camacho-Collados, 2022)
via fine-tuning (Demszky et al., 2020; Vera,
Araque, and Iglesias, 2021; Dwivedi-Yu and
Halevy, 2022; Aroyehun et al., 2023) or
through zero-shot classifiers (Basile, Pérez-
Torró, and Franco-Salvador, 2021; Plaza del
Arco, Mart́ın-Valdivia, and Klinger, 2022;
Yang et al., 2023).

2.2 Dialog act classification

Dialog act classification involves identifying
users’ communicative intent in texts, typi-
cally dialogs (Searle, 1976; Jurafsky and Mar-
tin, 2023). Various annotation schemes like
DAMSL (Core and Allen, 1997), SWBDD
(Jurafsky, Shriberg, and Biasca, 1997),
SPAAC (Leech and Weisser, 2003), DiAML
(Bunt, 2009), DART (Weisser, 2018), and
MIDAS (Yu and Yu, 2021) differ in di-
mensions, domains, and segmentation lev-
els. DAMSL, the first scheme, is mul-
tidimensional, while SWBDD simplifies it
for tagging dialog units. DiAML intro-
duces DIT++ for annotation, encompassing
clusters of general-purpose and dimension-
specific functions. DART offers a fine-grained
classification of speech acts. MIDAS is a
multi-label scheme for human-machine inter-
action. These schemes apply to multi-turn
texts but not tweets or other genres (Bunt,
2019).

Tagging pragmatic phenomena related to
user intent faces challenges because of the
complexity of the tagging schemes, requiring
expert knowledge and labor-intensive efforts
(Weisser, 2018; Yu et al., 2023). Datasets
like Switchboard Dialog Act Corpus (Juraf-
sky, Shriberg, and Biasca, 1997), DailyDia-
log (Li et al., 2017), and DialogBank (Bunt
et al., 2016) use various tagging schemes. So-
cial media datasets, especially Twitter (now
X), present difficulties due to their idiosyn-
cratic nature (Saha et al., 2020; Baldwin et
al., 2013). Symbolic approaches use lexico-
syntactic cues like performative verbs and
punctuation marks (Jurafsky et al., 1998).
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Probabilistic models include Hidden Markov
Models, Support Vector Machines, or Logis-
tic Regression (Stolcke et al., 2000; Zhang,
Gao, and Li, 2011; Vosoughi and Roy, 2016),
and deep learning models include LSTM net-
works and Transformers (Khanpour, Gun-
takandla, and Nielsen, 2016; Cerisara et al.,
2018; Enayet and Sukthankar, 2020; Saha et
al., 2020; Żelasko, Pappagari, and Dehak,
2021; Gung et al., 2023; Ostyakova et al.,
2023a).

2.3 Negative attitudinal function
identification

The appraisal framework in systemic func-
tional linguistics explores three semantic do-
mains related to the interpersonal metafunc-
tion: attitude, engagement, and graduation
(Martin and White, 2005; Bednarek, 2008).
Our focus is on attitude, which comprises af-
fect (emotion) and opinion (judgment and
appreciation). Affect pertains to emotional
reactions, judgment involves ethical evalua-
tions, and appreciation centers on aesthetic
evaluations. In speech act theory (Searle,
1976), expressive and emotive speech acts are
relevant to attitudes, dealing with psycho-
logical states (Sbisà, 1975; Guiraud et al.,
2011; Zhabotynska and Slyvka, 2020). Com-
misive and directive speech acts also carry
attitudinal overtones (Sbisà, 1975). Existing
speech act tagging schemes such as DiAML
and DART offer some insights into express-
ing attitudes through speech acts. However,
finer-grained distinctions are lacking.

To broaden the understanding of attitudi-
nal functions, we also draw on the concept
of communicative function from foreign lan-
guage teaching and learning studies (Finoc-
chiaro and Brumfit, 1983; Milanovic and Sav-
ille, 2012). Communicative functions serve
specific purposes, including expressing atti-
tudes. We developed a taxonomy of nega-
tive attitudinal functions for smart city sce-
narios, considering linguistic insights from all
the previous approaches and function cate-
gorizations (Blundell, Higgens, and Middle-
miss, 1982; Wilkins, 1976). The reason to
focus on negative attitudinal functions is be-
cause, in smart city contexts, attitudes are
often expressed in relation to negative events
or entities, reflecting citizens’ feelings and
ethical and aesthetic evaluations. For exam-
ple, people might communicate their feelings
towards inflation (affect), passing judgments

on economic policymakers for their decisions
(judgment), or evaluating the effectiveness of
economic policies independently of the poli-
cymakers’ actions (appreciation).

Our approach to attitudinal functions is a
formal and discourse-pragmatic one, encom-
passing affect and evaluation through judg-
ments and appreciations, and involves de-
veloping a dataset of attitudinal construc-
tions that captures attitudinal meanings
through lexico-grammatical patterns or con-
structions.

2.3.1 The task of negative attitudinal
function identification

We define negative attitudinal function iden-
tification as a sequence classification task,
where a given word sequence s is assigned
one or more negative attitudinal function la-
bels f from a set f1, f2, f3, ..., making it a
single-label or multi-label task.

While linguistic constructions in the tax-
onomy serve as the primary cue for func-
tion identification, implicit expressions may
also exist through other means (e.g. emojis,
hashtags). For instance, the lexico-syntactic
cue disagree with something clearly indicates
the attitudinal function DISAGREE. How-
ever, in complex microtexts, multiple func-
tions may be implied, requiring attitudinal
function models to discern nuances. Defining
functions by form poses challenges, as expres-
sions like I really hate may refer to multiple
functions simultaneously (i.e. DISLIKE and
ANGER). In social media microtexts, deter-
mining attitudinal functions becomes intri-
cate due to potential implicit markers and
polysemy.

Our synthetic dataset serves as a start-
ing point for annotators or contextually rich
models, like Transformers, to recognize the
subtleties in expressing attitudinal functions,
considering the complexities of context and
implicit markers.

2.3.2 Differences and similarities
with respect to emotion
detection and dialog act
classification

All these tasks involve sequence or text clas-
sification, assigning predefined categories to
given texts, but they differ in aims, scope,
and categories.

In emotion detection, the goal is to in-
fer the writer’s, reader’s, and/or characters’
emotional states (Picard, 1997) using, for
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instance, categorical models based on mo-
tivational theories (Ekman, 1992; Plutchik,
1980). The focus is thus on a set of univer-
sal emotions, employing psychological cate-
gorizations. Ekman (1992)’s categorization
comprises the following emotion categories:
anger, disgust, fear, joy, sadness, surprise.
Plutchik (1980)’s tagset adds anticipation
and trust.

Dialog act classification aims to identify
users’ intent in utterances (usually in di-
alogs) using dialog acts (Jurafsky and Mar-
tin, 2023), loosely based on speech acts
(Searle, 1976). Widely used dialog act
tagsets include statements, questions, sug-
gestions, comments, and miscellanea (Zhang,
Gao, and Li, 2011). While most dialog
acts lack attitudinal meanings, some tax-
onomies like DIT++ (Bunt, 2009) and DART
(Weisser, 2018) include some attitudinal as-
pects that have not been explored in practice.

Negative attitudinal function identifica-
tion detects users’ negative attitudinal in-
tent, addressing emotional states, reactions,
evaluative meanings (judgments and appre-
ciations), and subjective states beyond emo-
tional meanings. It bridges the intent and
emotion focus of dialog act classification and
emotion detection, encompassing linguistic
nuances like distinctions between emotion,
judgment, and appreciation. Unlike emotion
detection, it adopts a linguistically grounded
approach to cover a broader range of atti-
tudinal meanings on the basis of categoriza-
tions found in theoretical and applied linguis-
tic theory.

3 Methods

3.1 Development of the synthetic
dataset of negative attitudinal
functions

In our experimental setup, we built a syn-
thetic dataset of linguistic constructions
labeled with negative attitudinal functions,
drawing from Blundell, Higgens, and Middle-
miss (1982)’s comprehensive list. Blundell,
Higgens, and Middlemiss (1982) is a practi-
cal textbook of functions for teaching and
learning English as a Foreign Language that
contains communicative functions of the
following types: informational, attitudinal,
and active. There are 12 informational
functions, related to seeking or providing in-
formation; 48 attitudinal functions, in which

an attitude is expressed towards something
(e.g. feelings, opinions, judgments); and
32 active functions, to establish courses of
actions. Other function categories are given
related to social formulas, communication
strategies, and metalinguistic questions.
This list was largely based on earlier catego-
rizations in the functional-notional approach
to foreign language teaching (Wilkins, 1976;
Finocchiaro and Brumfit, 1983). Focusing
on those attitudinal functions with negative
overtones, we manually selected categories
that were most relevant to smart cities and
social media, where users express negative
attitudes. Categories include PESSIMISTIC,
WORRIED, ANGRY, DISAPPOINTED,
BORED, DISLIKE, NOT APPROVE,
NOT IMPORTANT, NOT INTERESTED,
DISAGREE, NOT CORRECT, WARN,
COMPLAIN, THREATEN, UNWILLING,
REFUSE. Additionally, we introduced DIS-
TRUST, using the Collins dictionary and
the MacMillan dictionary thesauri, because
this category was deemed crucial for smart
city contexts, and the OTHER category,
containing constructions from functions of
different types found in Blundell, Higgens,
and Middlemiss (1982). This results in 18
attitudinal functions with 362 constructions
(Table 1).

Label No.
OTHER 79
NOT CORRECT 8
PESSIMISTIC 18
WORRIED 16
ANGRY 23
DISAPPOINTED 8
BORED 18
DISLIKE 22
NOT APPROVE 19
NOT IMPORTANT 20
NOT INTERESTED 17
DISAGREE 23
WARN 10
COMPLAIN 21
THREATEN 13
UNWILLING 13
REFUSE 19
DISTRUST 15

Total 362

Table 1: Taxonomy of negative attitudinal
functions.
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Label Examples
OTHER My pleasure.

Don’t worry (about ).
NOT CORRECT You’re/He’s/She’s/That’s/We’re/They’re (all) wrong.

(That’s/It’s) nonsense/rubbish/bullshit/bs/crap.
PESSIMISTIC (I’m) not (too) happy (about ).

There’s no way.
WORRIED I fear .

(I’m) (very) worried/uneasy (about ).
ANGRY What an idiot/fool.

(really) makes me mad.
DISAPPOINTED That’s/It’s a real shame/pity/let-down.

What a pity/disappointment.
BORED is a (total) bore/drag.

leaves me cold.
DISLIKE (I) don’t like .

How awful.
NOT APPROVE (I) don’t think that’s/it’s (very) good.

(I’m) dead against .
NOT IMPORTANT (I) don’t think that’s (so) important.

Does matter?
NOT INTERESTED (I’m) not (very) interested (in ).

(I) couldn’t care less (about ).
DISAGREE (I) don’t agree (with ).

(I) can’t go along (with ).
WARN Watch out (for ).

Make sure you don’t do .
COMPLAIN really is the limit!

(I’m) not at all satisfied (with ).
THREATEN If I were you, I wouldn’t do .

Don’t do that or I’ll do .
UNWILLING (I) don’t (really) fancy doing .

I’d rather not (do ).
REFUSE (I’m) sorry, I can’t/couldn’t (do ).

Out of the question.
DISTRUST Are you kidding?

You must be joking.

Table 2: Examples of negative attitudinal function constructions.

The dataset construction is linguistically
and sociologically motivated: it is informed
by expert linguistic knowledge and socio-
logical insights into citizens’ problems in
smart city contexts (Periñán-Pascual, 2023).
Many constructions were taken literally from
Blundell, Higgens, and Middlemiss (1982),
whereas others were adapted to fit the lin-
guistic nature of the social media domain.
The constructions follow methodological con-
ventions involving parentheses, underscores,
and slashes, for optional elements, unspeci-
fied topics, and alternative expressions, re-
spectively. Rules apply to the 362 construc-
tions to obtain the full synthetic dataset with
902 samples. For example, for the COM-
PLAINT category, the constructions (I’m)
not at all satisfied (with ), after the ap-
plication of the rules, generate the sam-

ples not at all satisfied, not at all satis-
fied with it, I’m not at all satisfied, and
I’m not at all satisfied with it. Another
example: for the NOT CORRECT cate-
gory, the construction (That’s/It’s) non-
sense/rubbish/bullshit/bs/crap. generates
the samples nonsense, rubbish, bullshit, bs,
crap, That’s nonsense, That’s rubbish, That’s
bullshit, That’s bs, That’s crap, It’s nonsense,
It’s rubbish, It’s bullshit, It’s bs, and It’s crap.
Some other examples can be found in Table
2.

3.2 Automatic mapping of social
media emotion detection
datasets

Our experiment utilized state-of-the-art
datasets from emotion detection tasks, as
some attitudinal functions involve explicit or
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implicit emotion expressions. Specifically, we
selected social media datasets due to their
relevance in expressing attitudes of negative
type. These include EmoEvent (Plaza del
Arco et al., 2020), GoEmotions (Demszky et
al., 2020), CARER (Saravia et al., 2018), and
the AIT dataset (Mohammad et al., 2018).
For multilingual datasets (e.g. EmoEvent
with English and Spanish tweets or AIT
with English, Spanish, and Arabic tweets),
we merged them while respecting the origi-
nal splits and without pre-processing. Each
dataset is briefly described below:

• EmoEvent: it comprises 8,409 En-
glish and 7,303 Spanish tweets labeled
with a single emotion category, topic,
and offensiveness (Plaza del Arco et al.,
2020). The emotion set aligns with Ek-
man (1992) (i.e. anger, disgust, fear, joy,
sadness, surprise), including the ’other’
category.

• GoEmotions: it consists of around
54,000 English Reddit comments an-
notated with 27 fine-grained emotions
plus a neutral category (Demszky et al.,
2020). The dataset is highly imbalanced.

• CARER: A dataset of tweets express-
ing emotions, loosely based on Ekman
(1992)’s classification (i.e. anger, fear,
joy, love, sadness, surprise) (Saravia et
al., 2018). Built via distant supervision
using emotion-related hashtags.

• AIT dataset: Used for SemEval-2018
Task 1, it includes English, Spanish,
and Arabic tweets (Mohammad and Kir-
itchenko, 2018). Emotion categories are
based on Plutchik (1980)’s classification:
anger, anticipation, disgust, fear, joy,
love, optimism, pessimism, sadness, sur-
prise, and trust.

The mapping of emotions to negative atti-
tudinal functions considered the different an-
notation schemes. The mapping process is
detailed in Table 3. The negative attitudi-
nal function identification task was evaluated
as either single-label or multi-label depending
on the tagging scheme of the dataset.

3.3 Experimental setup:
supervised approaches

The experiment was conducted employ-
ing several supervised approaches, includ-

Dataset Mapping
EmoEvent ANGRY: anger

DISLIKE: disgust
WORRIED: fear
PESSIMISTIC: sadness
OTHER: joy, surprise, other

GoEmotions OTHER: admiration, amuse-
ment, approval, caring,
confusion, curiosity, desire,
embarrassment, excitement,
gratitude, joy, love, optimism,
pride, realization, relief, sur-
prise, neutral
ANGRY: anger
DISLIKE: annoyance, disgust
DISAPPOINTED: disap-
pointment
NOT APPROVE: disapproval
WORRIED: fear
PESSIMISTIC: grief, remorse,
sadness

CARER ANGRY: anger
WORRIED: fear
PESSIMISTIC: sadness
OTHER: joy, love, surprise

AIT ANGRY: anger
DISLIKE: disgust
WORRIED: fear
PESSIMISTIC: pessimism,
sadness
OTHER: anticipation, joy,
love, optimism, surprise, trust

Table 3: Mapped attitudinal function cate-
gories in the emotion detection datasets.

ing traditional machine learning, fine-tuned
Transformers, negative attitudinal function
metaembeddings, and zero-shot classification
through Natural Language Inference (NLI).
Baseline models were developed, using these
approaches, with the train splits of each
mapped emotion detection datasets. Nega-
tive attitudinal function models were devel-
oped, using these approaches, with the syn-
thetic dataset. The evaluation was conducted
with the test splits of each mapped emo-
tion detection dataset. A brief explanation
is given for each approach:

• Traditional Machine Learning with
Multinomial Näıve Bayes (NB):
We trained a Multinomial Näıve Bayes
model using bag-of-words features for
text classification tasks.

• Fine-tuning Transformers (T-
XLM-R): We utilized XLM-T (Bar-
bieri, Anke, and Camacho-Collados,
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2022), a variant of XLM-RoBERTa
(Conneau et al., 2020) pre-trained
with tweets in over 30 languages. For
single-label tasks, we fine-tuned the
model with a softmax classifier, while
for multi-label tasks, we used binary
cross-entropy loss or a softmax classifier
with an adapted loss function.

• Negative attitudinal function
metaembeddings: Contextualized
embeddings were obtained using Para-
phrase Multilingual Mpnet Base v2
for semantic similarity tasks (Reimers
and Gurevych, 2020). Mean pooling
was applied to compute attitudinal
function metaembeddings for each
negative attitude function category on
the basis of the samples of the synthetic
dataset, and cosine similarity deter-
mined the semantic similarity between
these metaembeddings and the sentence
embeddings obtained from the tweets.

• Zero-shot classification with NLI:
We employed mDeBERTa v3 fine-tuned
on NLI tasks for zero-shot classification
(He, Gao, and Chen, 2021). Prompt en-
gineering involved 13 prompts focusing
on emotional states, text emotions, func-
tions, or intentions expressed in the text
(Table 4). The candidate labels were
the emotion categories, then mapped to
functions.

Prompts
This person feels .
This person conveys .
This person shows .
This person expresses .
This text is .
This text is about .
This text shows .
This text expresses .
This text conveys .
The communicative function of this text is .
The communicative intention of this text is .
The emotion of this text is .
The emotion expressed in this text is .

Table 4: Prompts used in our zero-shot clas-
sification approach with NLI.

4 Results and discussion

Table 5 offers the results of each experimen-
tal setup for each dataset. In bold, the best

scores achieved for each dataset are high-
lighted.

Baseline models often provided the best
results due to the use of in-domain data from
emotion detection datasets. On the other
hand, the function models were expected to
behave worse, due to their evaluation with
out-of-domain data and the qualitative dif-
ferences between the tasks of emotion de-
tection and negative attitudinal identifica-
tion. Despite that, we highlight the robust
performance of the metaembedding function
model with the CARER and AIT datasets,
as they are loaded with many explicit emo-
tion expressions, approaching the fine-tuned
baseline. However, the function models dis-
played subpar performance with EmoEvent
and GoEmotions, possibly due to dataset
annotation issues impacting performance, as
seen in the scores obtained by the baseline
models and our error analysis stage. The
best-performing prompt in the zero-shot NLI
approach was The emotion expressed in this
text is {label}., except for GoEmotions, which
was This text is {label}.

Notably, our function models, developed
with the negative attitudinal constructions
in English, showcased remarkable general-
ization to tweets in Spanish and Arabic, as
shown by the results obtained in both the
fine-tuning and metaembedding approaches
of the function models in the AIT dataset.
This may suggest the universal applicabil-
ity of emotional expressions encoded in some
function constructions, potentially obviating
the need to build function datasets in other
languages.

In summary, our models using the syn-
thetic dataset of negative attitudinal func-
tions exhibit promising capabilities in emo-
tion detection for unseen data and multilin-
gual contexts.

4.1 Limitations, challenges, and
future research directions

Our evaluation of function datasets against
emotion detection baselines faced challenges
due to the qualitative differences of the tasks
and annotation issues found in some emo-
tion detection datasets. Mapping emotions
to functions was not consistently equivalent,
impacting fairness. Annotation issues in the
EmoEvent and GoEmotions datasets affected
the performance of all models. CARER and
AIT, with higher quality annotations, led to
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Dataset Model Evaluation metrics
Macro-F1 Micro-F1 Weighted-F1

EmoEvent en-es NB-baseline 0.25 0.70 0.66
NB-basic 0.16 0.38 0.46
T-XLM-R-baseline 0.38 0.70 0.69
T-XLM-R-basic 0.18 0.74 0.65
Metaembedding-baseline 0.27 0.49 0.56
Metaembedding-basic 0.25 0.56 0.59
Zero-shot NLI 0.26 0.45 0.52

GoEmotions NB-baseline 0.12 0.75 0.64
NB-basic 0.12 0.38 0.42
T-XLM-R-baseline 0.52 0.78 0.78
T-XLM-R-basic 0.18 0.28 0.66
Metaembedding-baseline 0.21 0.31 0.53
Metaembedding-basic 0.23 0.36 0.49
Zero-shot NLI 0.23 0.15 0.09

CARER NB-baseline 0.77 0.84 0.82
NB-basic 0.26 0.38 0.34
T-XLM-R-baseline 0.95 0.96 0.96
T-XLM-R-basic 0.23 0.48 0.33
Metaembedding-baseline 0.62 0.67 0.67
Metaembedding-basic 0.45 0.52 0.51
Zero-shot NLI 0.58 0.64 0.65

AIT en-es-ar NB-baseline 0.53 0.60 0.58
NB-basic 0.16 0.19 0.18
T-XLM-R-baseline 0.75 0.77 0.77
T-XLM-R-basic 0.43 0.49 0.48
Metaembedding-baseline 0.48 0.49 0.53
Metaembedding-basic 0.50 0.54 0.54
Zero-shot NLI 0.54 0.55 0.54

Table 5: Results of the experiments.

better model performance.

Improving emotion dataset annotation
quality through manual supervision could en-
hance model performance. Another line of
research could focus on manually tagging
the emotion detection datasets with func-
tions, using expert annotation and/or crowd-
sourcing. Future research could also focus
on synthetic data generation (Dai et al.,
2023) using large language models (LLMs)
like ChatGPT or BARD, which can also
be used as automatic annotators (Ostyakova
et al., 2023b; Kaddour et al., 2023). We
could also build tweet datasets with semi-
automatic methods by leveraging the lexico-
grammatical patterns found in our taxonomy
and use expert annotation for revising the
samples obtained. Human annotated and
synthetically generated data could be com-
pared and combined in future experiments.
Future work could also employ semantic role
labeling with frames (Fillmore, 2006; Baker,

Fillmore, and Lowe, 1998) to enhance attitu-
dinal function conceptualization and granu-
larity. Another line of research could focus on
expanding and/or creating new function tax-
onomies for diverse purposes, contexts, and
languages.

4.2 Ethical considerations

The increasing use of affect-related data by
governments and corporations raises ethical
concerns, particularly in the context of dig-
ital surveillance. Users willingly disclose ex-
tensive personal information on social me-
dia (Han, 2015), leading to potential mis-
use, such as predicting and manipulating
users’ behavior for advertising and political
purposes (McStay, 2020). This ’psychologi-
cal targeting’ involves building psychological
profiles from digital footprints for manipula-
tive ends (Matz, Appel, and Kosinski, 2020).
The ethical implications include the infringe-
ment of freedom and harm to individuals’
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interests. Proposed solutions involve limit-
ing exposure, raising public awareness, and
enforcing regulations (McStay, 2020). Eth-
ical decision-making for affect-related sys-
tems should consider task design, data build-
ing, and annotation processes (Mohammad,
2022). The synthetic dataset was created to
avoid privacy issues concerning the collection
of user-generated data. Access to our dataset
should prioritize social good and ethical con-
siderations. Our negative attitudinal func-
tion identification task aims to enhance users’
well-being in smart city contexts, not manip-
ulate users’ behavior.

5 Conclusion

We introduce the task of negative attitudinal
function identification, which seeks to discern
users’ emotional reactions, judgments, and
appreciations. It holds potential for smart
city scenarios, where citizens’ expressions of
emotions, judgements, and appreciations can
inform policies for social good, addressing
concerns and enhancing well-being. Nega-
tive attitudinal functions enable citizens to
voice complaints about various issues. Un-
like emotion detection and dialog act classifi-
cation, this task draws on resources from and
insights into theoretical and applied linguis-
tic research, offering a more nuanced under-
standing of attitudinal intent. Beyond blend-
ing the interests of both emotion detection
and dialog act classification, our task widens
its scope to include subjective states that
do not necessarily carry emotional meaning,
such as judgments and appreciations.

We constructed a linguistically informed
synthetic dataset of negative attitudinal
functions that contained lexico-grammatical
patterns. This dataset was then used to de-
velop different supervised approaches. Emo-
tion detection datasets of tweets were reused
for our task by mapping their emotion cat-
egories to the functions of our taxonomy.
They were then used to develop different su-
pervised approaches. This was the baseline.
An evaluation stage was conducted to com-
pare the performance of the function mod-
els against the baseline. Results revealed
promising capabilities of our function mod-
els, despite challenges such as qualitative dif-
ferences between the tasks, the use of out-
of-domain data, and annotation noise. De-
spite these challenges, negative attitudinal
function models demonstrate promising po-

tential, particularly in multilingual contexts,
and with out-of-domain data. We hope that
NLP practitioners and researchers can ben-
efit from this new NLP task and the associ-
ated synthetic dataset of negative attitudinal
functions.
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Periñán-Pascual, C. 2023. From Smart City
to Smart Society: A quality-of-life onto-
logical model for problem detection from
user-generated content. Applied Ontology,
pages 1–44.

6969

Introducing the NLP task of negative attitudinal function identification

69



Picard, R. W. 1997. Affective computing.
MIT Press, Cambridge, MA, US.

Plaza del Arco, F. M., M.-T. Mart́ın-
Valdivia, and R. Klinger. 2022. Natural
Language Inference Prompts for Zero-shot
Emotion Classification in Text across Cor-
pora. CoRR, cs.CL/2209.

Plaza del Arco, F. M., C. Strapparava,
L. Alfonso Ureña-López, and M. Teresa
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Abstract: ChatGPT, as a language model based on large-scale pre-training, has
exerted a profound influence on the domain of machine translation. In ChatGPT,
a “Prompt” refers to a segment of text or instruction employed to steer the model
towards generating a specific category of response. The design of the translation
prompt emerges as a key aspect that can wield influence over factors such as the
style, precision and accuracy of the translation to a certain extent. However, the-
re is a lack of a common standard and methodology on how to design and select
a translation prompt. Accordingly, this paper proposes a generic taxonomy, which
defines gradable translation prompts in terms of expression type, translation style,
Part-of-Speech information and explicit statement, thus facilitating the construction
of prompts endowed with distinct attributes tailored for various translation tasks.
Specific experiments and cases are selected to validate and illustrate the effectiveness
of the method.
Keywords: Translation prompt, ChatGPT, T3S taxonomy, Evaluation.

Resumen: ChatGPT, un modelo de lenguaje basado en un pre-entrenamiento a
gran escala que ha tenido un profundo impacto en la traducción automática. En este
contexto, un "prompt" se refiere a un segmento de texto o instrucción utilizada para
dirigir el modelo hacia la generación de una respuesta específica. El diseño del prompt
de traducción es crucial y puede influir en aspectos como el estilo, la precisión y la
exactitud de la traducción. Sin embargo, actualmente carecemos de un estándar y
metodología común para diseñar y seleccionar prompts de traducción. Por lo tan-
to, este artículo propone una taxonomía genérica que define prompts de traducción
evaluables en términos de expresión, estilo, Part-Of-Speech (POS) y declaración ex-
plícita, facilitando la construcción de prompts con distintos atributos adaptados a
diversas tareas de traducción. Se han seleccionado experimentos y casos específicos
para validar e ilustrar la eficacia del método.
Palabras clave: Prompt de traducción, ChatGPT, Taxonomía T3S, Evaluación.

1 Introduction
Machine translation (MT), one of the oldest
branches of research in the field of natu-
ral language processing, involves techniques
for transforming one natural language into
another. As a key research area within the
field of Artificial Intelligence, MT has been
widely used in a wide range of fields and has

Corresponding author: Xiaojun Zhang

attracted extensive attention from both aca-
demia and industry (Yang, Wang, and Chu,
2020). In recent years, there has been a gro-
wing trend towards the use of large-scale pre-
trained language models for natural langua-
ge processing (NLP) (Yang, Wang, and Chu,
2020; Brown et al., 2020; Amplayo, Yoo, and
Lee, 2022). Large Language Models (LLMs),
such as GPT-3 (Brown et al., 2020), PaLM
(Chowdhery et al., 2022), and LLaMA (Tou-
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abundant representations of the input text,
and have greatly contributed to the develop-
ment of MT technology (Lewis et al., 2019).

NLP tasks have recently been significantly
influenced by the emergence of ChatGPT, a
powerful pre-trained LLM developed by Ope-
nAI. The model has been trained to per-
form a large number of human-like tasks (e.g.,
question answering, code debugging, gene-
rating evaluations, etc.) with human feed-
back. However, the overall performance of
ChatGPT on translation tasks using simple
prompts and basic settings is not as good
as the commercial translation products such
as Google Translate and Microsoft Transla-
te (He et al., 2022; Zhou et al., 2022; Jiao
et al., 2023; Hendy et al., 2023)but is promi-
sing to surpass them with complex and expli-
cit prompts. This is due to the fact that for
a given complex translation task, significant
differences in the performance of LLMs arise
when different types/styles/levels of detail of
prompts are introduced (Karmaker and Feng,
2023).

The effective use of LLMs requires elabo-
rate prompt engineering, which refers to the
process of designing and refining the prompts
or instructions provided to a large language
model (Zhou et al., 2022; Liu et al., 2023).
For translation tasks of different styles, the
relevant prompts that the user can try whi-
le performing the task are different. In ad-
dition, the number of details included in the
prompts also largely affects the performan-
ce of LLMs when dealing with target com-
plex translation tasks (Karmaker and Feng,
2023). By providing clear and well-structured
prompts, users can help guide LLMs in the
right direction and reduce potential biases or
errors. To achieve this, we propose a unified
gradable prompting taxonomy for ChatGPT
translation called T3S, which employs stan-
dardized criteria to categorize various types
of translation prompts, thereby further en-
hancing ChatGPT’s translation capabilities.

On the one hand, ChatGPT is utilized
to conduct very broad and various types of
translation tasks from general text transla-
tion to highly specialised domains (e.g., me-
dical, legal, technical, etc.), and categorising
prompts will help ChatGPT distinguish bet-
ween different prompts and implement diffe-
rent translation strategies to meet translation
needs in different domains and contexts. On
the other hand, the proposed T3S taxonomy

can help researchers explore in depth the wor-
king principles of LLMs and their perfor-
mance differences in different domains, thus
promoting further research and innovation
in LLMs. Specifically, the widespread adop-
tion of this taxonomy can potentially promo-
te a more accurate performance assessment of
ChatGPT in different translation tasks, the-
reby identifying specific problems that may
exist in the model, providing targeted feed-
back for improvement and guiding the di-
rection of model optimisation, and achieving
continuous progress of the model.

2 Related Work
A prompt is a set of instructions provided to
an LLM that enhances the functionality of
the LLM by customising it (Liu et al., 2023).
In the field of large language modelling, com-
plex tasks refer to those involving multiple
steps or subtasks that require a higher level of
semantic understanding, planning, reasoning,
and natural language generation capabilities,
which makes prompt engineering particularly
critical and challenging (Tan et al., 2022).

In recent years, many researchers have
proposed different approaches to engineering
prompts. For example, one of the best-known
(and easiest to implement) prompt enginee-
ring techniques is to add “Think step by
step” to the end of the prompt. Adding this
phrase improves the accuracy of the GPT-
3 (text-DaVinci-002 model) across multiple
tasks (Wei et al., 2022). Moreover, Brown
et al. (2020) presented a standard question-
answer pair prompting technique which pro-
duces a few-shot effect. By providing suita-
ble output instances, LLMs are more likely
to produce the desired output (Zhao et al.,
2021). Similar to “Think step by step”, the
Chain of Thought (CoT) prompting method
guides LLMs to break down a complex task
into multiple intermediate steps (Wang et al.,
2023). Fu et al. (2022)showed that separating
each step with a new line in exemplar reaso-
ning is much more effective than separating
each step with a full stop. Researchers ha-
ve also explored other prompt design techni-
ques such as Reasoning and Acting (ReAct)
(Yao et al., 2022), which overcomes the illu-
sions and error propagation problems preva-
lent in CoT reasoning by interacting with
a simple Wikipedia API. Other techniques
such as Zero-shot-CoT (Kojima et al., 2022)
and Self-Ask (Press et al., 2022), improve
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LLMs’ reasoning and action in solving ques-
tions and answering tasks. Meanwhile, Kim,
Baldi, and McAleer (2023) suggested that re-
cursively criticising and improving its output
(RCI) is superior to CoT prompts in terms of
its effectiveness in reasoning ability in a range
of natural language reasoning tasks.

More specifically, conversational LLMs,
such as ChatGPT, have generated conside-
rable research interest in a range of domains,
with tasks ranging from answering questions
for medical licensing exams to generating co-
de snippets (Gilson et al., 2023). Correct
prompt engineering has become a key skill
for users wishing to utilise the full potential
of ChatGPT and obtain optimal results in
a variety of applications. Accordingly, there
has been an influx of prompt engineering re-
search in many different areas. Thirunavuka-
rasu et al. (2023) explored how prompts can
be used to enhance the efficiency and effecti-
veness of ChatGPT in medical clinics, educa-
tion, and research, while Trautmann, Petro-
va, and Schilder (2022) proposed zero-sample
legal prompts engineering (LPE) to guide and
enhance LLMs in natural legal language pro-
cessing (NLLP) capabilities. These studies fo-
cused on NLP tasks rather than MT. In the
field of machine translation, however, pre-
vious studies (Liu et al., 2019; Guo et al.,
2020) have shown that while LLMs can en-
hance a translation system’s understanding of
the source text, improving its generative ca-
pabilities is more difficult. A well-developed
translation system requires strong language
comprehension and generation capabilities to
achieve accurate and fluent translation re-
sults. Although some studies (Brown et al.,
2020; Chowdhery et al., 2022) have explo-
red the effects of different prompts on trans-
lation results, there is still a lack of syste-
matic research on how to improve MT using
prompts. With the popularity of LLM-based
prompting approaches, researchers are star-
ting to recognise the importance of introdu-
cing prompts into neural machine translation
(NMT) (Li et al., 2022; Tan et al., 2022; Wei
et al., 2022). Nevertheless, these approaches
still rely on pre-training or fine-tuning the
models, rather than directly applying them
to “frozen” LLMs. Therefore, it is critical to
study how to make the most effective use of
these prompts in order to balance langua-
ge comprehension and generation capabilities
and achieve better results in MT.

To summarise, prompt engineering is a
crucial step for the effective utilisation of
LLMs. However, existing works have mainly
emphasised the use of diversified prompts
to improve the ability of LLMs to perform
general-purpose NLP tasks, while the speci-
fication of prompts for machine translation
remains under-explored. Therefore, this pa-
per aims to fill the research gap by providing
translators with a systematic approach to se-
lecting and designing prompts, which can im-
prove the consistency, reliability and quality
of ChatGPT translations, as well as promote
the development and innovation in the field
of MT.

3 ChatGPT Translation
Prompting Taxonomy Design

Through training, ChatGPT is capable of ge-
nerating appropriate responses based on the
given prompts. This attribute determines its
high sensitivity to the information provided
by the prompts. Differences in several key fac-
tors of the prompts can have a significant im-
pact on the accuracy and performance of lar-
ge language models in translation tasks (Kar-
maker and Feng, 2023). These key factors are
described below, where the prompt is defi-
ned by the combination of the instruction (in-
tended target) and the source text provided
to ChatGPT for performing the translation
task. The prompts present differences in the
instruction section under the assumption that
the source text has been provided.

Ambiguous or contextually inadequate
prompts can easily confuse LLMs, leading to
inaccurate or irrelevant responses from these
models (Jiang et al., 2022). Therefore, pro-
viding clear and specific instructions in the
prompts can help guide ChatGPT to genera-
te the desired translation results. In the MT
domain, detailed prompts usually consist of
elaborating on various aspects of the trans-
lation task specification. In the following, we
will delve into two basic aspects of translation
task specification.

1) Explicit Descriptions. In translation
task prompts, a clear task description is es-
sential for obtaining accurate and relevant
translation results. Specifying the translation
objectives clearly and asking ChatGPT to
proofread before generating the translation
results helps to guide ChatGPT to a full un-
derstanding of the translation task and main-
tain a consistent focus throughout the trans-
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lation process. This ensures a higher level of
accuracy, relevance and fluency in the trans-
lation results, thereby increasing the probabi-
lity of obtaining the desired translation out-
come.

2) Contextual Information. Contex-
tual information plays a key role in enhan-
cing ChatGPT’s understanding of words, ph-
rases, and sentences in the source text, thus
helping to reduce ambiguity and misunders-
tanding. Models can optimise translation de-
cisions based on context, so as to avoid trans-
lation errors (Popescu-Belis, 2019). For exam-
ple, for polysemous words, context can help
ChatGPT determine the correct word mea-
ning. This is crucial for producing accura-
te translations, as the same word may be
translated differently in different contexts.
Additionally, contextual background helps
to maintain consistency in the model’s ex-
pression throughout the translation process.
When the source text has certain specific usa-
ges or terms in the context, the model can
retain them in the translation based on the
context, ensuring a coherent translation.

Translation prompts consist of instruc-
tions and source text. Assuming that the
source text is invariant in a given transla-
tion task, we believe that the difference bet-
ween prompts lies in the explicit descriptions
and contextual information they contain. To
address the key factors of prompt selection
and design, we will classify the prompts for
ChatGPT translation tasks according to the
following four aspects.

3.1 Expression Types
There are two main types of expressing trans-
lation prompts: the single-turn prompt and
the multiple-turn prompt. Both types of ex-
pression can be effective in different contexts.
Single-turn prompts involve presenting the
model with a solitary input, typically in the
form of a single sentence or a brief textual seg-
ment (“Please translate the following text...”),
for the model to translate into the target
language. Whereas multiple-turn prompts in-
corporate conversational interactions, usually
consisting of multiple dialogue rounds, so that
the model can better understand and perform
the translation task. For example, a user can
ask ChatGPT to check and revise the trans-
lation after it responds to the first round of
prompts (“Please translate it again / Plea-
se revise the translation”). Such prompts can

be used for more complex translation tasks,
where context, clarification, follow-up ques-
tions, etc., may need to be taken into account.
Compared to single-turn prompts, the use of
multiple-turn prompts can significantly en-
hance the comprehension of ChatGPT, and
reduce its tendency to generate irrelevant or
inaccurate responses (Pan et al., 2023). De-
pending on the nature and needs of the trans-
lation task, choosing the appropriate prompt
expression form can help ChatGPT generate
the required translation output more accura-
tely.

3.2 Translation Style
Depending on the translation task in diffe-
rent translation domains to deal with dif-
ferent genres such as literary, medicine, le-
gal and commercial texts, the desired prompt
needs to be defined and selected according
to the translation style. Defining translation
style involves determining the content and
expression to be conveyed in a translation
task. It relates to the specific translation tar-
get and audience. Encompassing facets such
as affective undertones, tonal modulations,
and the amplitude of linguistic exposition, the
election of a fitting translation style exerts
a discernible impact on the ultimate rendi-
tion. Thus, the inclusion of relevant contex-
tual information such as target audience and
level of expression in the prompt can provi-
de ChatGPT with additional information to
produce a more accurate translation result.

3.3 POS Information
Part of Speech (POS) is a grammatical ca-
tegory that includes nouns, verbs, adjectives,
adverbs, etc. (Hlaing et al., 2022). Many NLP
tasks benefit from the use of POS tags. In
translation tasks, POS tags help ChatGPT to
capture the grammatical structure of a sen-
tence in the source language, and accurately
locate the grammatical roles of each word in
the sentence, so as to better translate it in-
to the grammatical structure of the target
language, eliminating word ambiguities, and
further enhancing the natural fluency of the
translation result. For instance, Feng et al.
(2020) demonstrated that incorporating POS
tagging information into the target side can
significantly improve the translation perfor-
mance of the NMT system in both Chinese-
to-English and German-to-English transla-
tion pairs. Further, Hlaing et al. (2022) con-
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ducted an NMT study using POS tagging in-
formation on low-resource language pairs, ex-
plicitly pointing out the necessity of integra-
ting POS tags when using NMT models that
include linguistic features.

3.4 Few-shot Prompts
LLMs can benefit from example-based lear-
ning, which involves providing specific input-
output pair examples (a small number of
examples). This can help models to better un-
derstand task requirements and generate ap-
propriate output (Brown et al., 2020). We be-
lieve that including a few input-output exam-
ples in the prompt will improve the perfor-
mance of the LLMs without any adjustments
to the parameters or architecture. For exam-
ple, by including specific terminology and
styles in the few-shot prompts, ChatGPT is
able to adapt quickly across different transla-
tion domains, generating domain-appropriate
translations.

We propose a gradable prompting taxo-
nomy for ChatGPT translation which is ca-
tegorised into five different levels based on
the above four key elements in prompt design
including expression type, translation style,
POS information, and few-shot prompts. We
named it T3S standing for expression type,
translation style, POS information and few-
shot 5-level prompting taxonomy.

More precisely, level “0” represents the lo-
west level of detail, where only basic transla-
tion is required with the general prompt such
as “Please translate the following text. . . ”; Le-
vel “1” distinguishes the expression type of
the single-turn form with the multiple-turn
form; Level “2” adds translation style instruc-
tion providing contextual information; Level
“3” integrates POS information into transla-
tion instruction; and Level “4” represents the
highest level of detail, where the multiple-
turn prompts include clear instructions, ex-
plicit contextual information of translation
with few-shot examples, and an explicit sta-
tement asking ChatGPT to check and revise
the results.

4 Experimental Validation
In order to verify the rationality and validity
of the T3S taxonomy, we set up an evaluation
experiment. In the following, we show the de-
tails of the experimental setup, including the
adopted dataset and evaluation metrics. The
results and analyses of the experiment are al-

so presented.

4.1 Dataset
We evaluated the translation quality of
ChatGPT at different levels of prompt on the
Flores-101 (Goyal et al., 2022)dataset. The
dataset consists of 1012 sentences extracted
from the English Wikipedia covering a wide
variety of topics and domains. In real transla-
tion applications, ChatGPT needs to process
texts from a variety of topics and domains.
A dataset covering different topic domains
can help us evaluate ChatGPT’s generalisa-
tion ability and gain a more comprehensive
understanding of ChatGPT’s translation per-
formance under different contexts. Moreover,
these sentences have been translated into 101
languages by professional translators through
a rigorously controlled process with automa-
ted and manual quality checks. Furthermo-
re, all translations are multilingual aligned.
Such a high-quality and high-coverage data-
set ensures the accuracy and consistency of
reference translations, and better helps us un-
derstand and evaluate the quality and perfor-
mance of ChatGPT’s translations. However,
a graded translation quality assessment for
multiple languages may add complexity and
resource requirements. Therefore, for a clea-
rer direct comparison of translation quality
and to save time and cost, we only used the
Chinese-English bilingual corpus for the as-
sessment.

4.2 Metrics
To assess translation quality at all levels, we
employed the most commonly used BLEU
score (Papineni et al., 2002). Additionally, we
utilised CHrF (Popović, 2015), TER (Snover
et al., 2006) and ROUGE-1, ROUGE-2, and
ROUGE-L (Lin, 2004), and calculated the F1
average of the scores of the ROUGE series to
provide a more comprehensive assessment of
translation quality at all levels. This is be-
cause one indicator may be more sensitive to
certain aspects of translation quality, while
another may capture different aspects of qua-
lity.

4.3 Prompt Construction
Prompts for each level were meticulously craf-
ted to align with the taxonomy’s gradable ele-
ments. Concretely, regarding the translation
styles in Level 2, we added the labels (domain
& topic) in the dataset as translation styles
to the prompt, such as wikinews(business),
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Figure 1: T3S Taxonomy.

Translation BLEU CHrF ROUGE F1(avg) TER

Level 0 38.42 30.77 0.6132 160.19

Level 1 38.93 31.07 0.6165 146.90

Level 2 40.25 32.41 0.6256 117.12

Level 3 41.25 33.57 0.6303 122.78

Level 4 42.88 36.24 0.6523 112.78

Table 1: ChatGPT’s Translation Performance at All
Levels.

wikivoyage(travel), wikivoyage(sports), wiki-
books(sociology/culture), etc. As for the POS
information, we used the open-source natural
language processing tool spaCy as our lexi-
cal annotation tool to preprocess the source
text. With respect to the few-shot examples
in Level 4, we randomly selected two sets of
source text and target text pairs under the
same domain and topic as examples to guide
ChatGPT for translation.

4.4 Results
The experimental results, as shown in Ta-
ble 1, indicate that the translation qua-
lity of ChatGPT improves accordingly as
the prompt level increases. Specifically,
ChatGPT obtains a BLEU score of 38.42
for the basic translation prompt at level 0.
This level of prompt is only the most ba-
sic translation requirement and does not con-
tain any additional contextual or guidance

information. When the prompt upgrades to
Level 1, which distinguishes between single-
turn and multiple-turn expression types, the
BLEU score improves slightly (0.51). Howe-
ver, a more significant increase occurred at
Level 2, when the translation style of contex-
tualisation was added to the prompt, which
increased the BLEU score to 40.25. This sug-
gests that the inclusion of the translation sty-
le has a significant positive impact on the
quality of the translation compared to the ba-
se translation requirement. At Level 3, the in-
tegration of lexical information into the trans-
lation prompt further increased the BLEU
score to 41.2571. This result suggests that
the introduction of lexical information can
provide the model with more precise linguis-
tic information, which helps to generate mo-
re accurate translations. Finally, the Level
4 prompt achieved the highest BLEU score
of 42.88 by including clear instructions, ex-
plicit information about the translation con-
text, few-shot examples, and asking the mo-
del to check and revise the translation results.
Compared to Level 3, the increase was 1.63
points. This largest increase fully demonstra-
tes the remarkable effectiveness of the T3S
taxonomy in guiding high-quality translation.
Importantly, the Level 4 translation quality is
higher than the zero-shot translation quality
(BLEU score of 42.50) of GPT-4 under the
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same dataset and evaluation metrics (Jiao et
al., 2023). Moreover, the results for the ChrF,
ROUGE series (F1 average), and TER mainly
support the above findings.

Overall, the experimental results consis-
tently show that the translation performan-
ce of ChatGPT improves significantly as the
level of the prompts increases. This suggests
that the T3S taxonomy is not only reasonable
but also effective in providing targeted gui-
dance for ChatGPT’s translation tasks. Fu-
ture work can explore the application of the
T3S taxonomy to more language pairs, as well
as the applicability and optimisation space in
different domains and scenarios.

5 Case Analysis
This section presents how ChatGPT’s perfor-
mance under the same translation task can
be assessed by our T3S taxonomy through
a specific translation case. We demonstrate
the translation example with different levels
of prompts below.

Example Text: MacBook Air is all you
— pick your size, pick your color, then go.
Whichever model you choose, it’s built with
the planet in mind, with a durable 100 per-
cent recycled aluminum enclosure. And a fan-
less design means it stays silent even under
intense workloads.

Expert Translation: MacBook Air尽显
你的风格，挑个合你的款，选个配你的色，
直接搞定。两款机型都采用100 %再生铝金
属外壳，不管选哪款，都能体现对地球的心
意。而无风扇设计意味着即使工作强度高，
也能保持静谧无声。

Level 0 Prompt: Please translate the fo-
llowing text into Chinese: MacBook Air is all
you — pick your size, pick your color, then
go. Whichever model you choose, it’s built
with the planet in mind, with a durable 100
percent recycled aluminum enclosure. And a
fanless design means it stays silent even under
intense workloads.

Level 0 Translation: MacBook Air 是
完全为您打造的— 选择您的尺寸，选择您
的颜色，然后开始使用。无论您选择哪个
型号，它都是考虑地球环保的，采用了耐用
的100 %回收铝外壳。而且无风扇设计意味着
即使在高强度工作下，它也能保持静音。
Level 1 Prompt (Multiple-Turn form):
First turn: Please translate the following text
into Chinese: MacBook Air is all you — pick
your size, pick your color, then go. Whiche-

ver model you choose, it’s built with the pla-
net in mind, with a durable 100 percent recy-
cled aluminum enclosure. And a fanless de-
sign means it stays silent even under intense
workloads. Second turn: Please check and re-
vise the translation results.

Level 1 Translation: MacBook Air就是
为你而设计的— 选择你的尺寸，选择你的颜
色，然后开始使用。无论你选择哪个型号，
它都是为了地球着想，采用了耐用的100 %回
收铝外壳。而且，它的无风扇设计意味着即
使在高负荷工作下也能保持宁静。
Level 2 Prompt (Advertising style):
Please translate the following text into Chi-
nese in a concise, impressive and advertising
style: MacBook Air is all you — pick your si-
ze, pick your color, then go. Whichever model
you choose, it’s built with the planet in mind,
with a durable 100 percent recycled alumi-
num enclosure. And a fanless design means it
stays silent even under intense workloads.

Level 2 Translation: MacBook Air全由
您决定— 选择您的尺寸、挑选您的颜色，即
刻出发。无论您选择哪个型号，它都以地球
为念，采用坚固的100 %再生铝外壳打造。无
风扇设计确保在高强度工作中也能保持绝对
宁静。
Level 3 Prompt (with POS informa-
tion): Given the context of an advertise-
ment for an electronic product and the POS
tags, please translate this specific sentence in-
to Chinese in a concise, impressive and ad-
vertising style: MacBook Air (Noun) is (Verb)
all you (Pronoun) — pick (Verb) your (Pro-
noun) size (Noun), pick (Verb) your (Pro-
noun) color (Noun), then (Adverb) go (Verb).
Whichever (Determiner) model (Noun) you
(Pronoun) choose (Verb), it’s (Verb) built
(Verb) with (Preposition) the (Determiner)
planet (Noun) in (Preposition) mind (Noun),
with (Preposition) a (Determiner) durable
(Adjective) 100 percent (Percentage) recycled
(Verb) aluminum (Noun) enclosure (Noun).
And (Conjunction) a (Determiner) fanless
(Adjective) design (Noun) means (Verb) it
(Pronoun) stays (Verb) silent (Adjective)
even (Adverb) under (Preposition) intense
(Adjective) workloads (Noun).

Level 3 Translation: MacBook Air就是
您的综合选择— 选择您的理想尺寸，选取
心仪的颜色，然后出发。无论您选择哪个型
号，它都以地球为念，采用坚固的百分之百
再生铝质外壳。而无风扇设计确保即使在高
强度工作负荷下，也能保持绝对宁静。
Level 4 Prompt (with Few-shot exam-
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ples): First turn: Context Information: It is
extracted from an advertisement for an elec-
tronic product. Few-shot Examples: 1. Trans-
late “Two perfect sizes. Whether you pick the
13- or 15-inch laptop, both models are super-
light and measure just under half an inch thin,
so you can take yours anywhere.” into “两
个尺寸两相宜。13英寸和15英寸两款笔电
都十分轻巧纤薄，厚度仅有1厘米多，选哪
款都称心称手，去哪里都自由自在。” 2.
Translate “Four stellar colors. Your options
are out of this world — and each one comes
with a matching MagSafe charging cable.” in-
to “四款配色都惹眼。每种选择都靓出天
际，还配有同色系的MagSafe磁吸充电线。”
Considering the context information, few-shot
examples and POS tags, please translate the
following text into Chinese in a concise, im-
pressive and advertising style: MacBook Air
(Noun) is (Verb) all you (Pronoun) — pick
(Verb) your (Pronoun) size (Noun), pick
(Verb) your (Pronoun) color (Noun), then
(Adverb) go (Verb). Whichever (Determiner)
model (Noun) you (Pronoun) choose (Verb),
it’s (Verb) built (Verb) with (Preposition) the
(Determiner) planet (Noun) in (Preposition)
mind (Noun), with (Preposition) a (Determi-
ner) durable (Adjective) 100 percent (Percen-
tage) recycled (Verb) aluminum (Noun) en-
closure (Noun). And (Conjunction) a (De-
terminer) fanless (Adjective) design (Noun)
means (Verb) it (Pronoun) stays (Verb) si-
lent (Adjective) even (Adverb) under (Prepo-
sition) intense (Adjective) workloads (Noun).
Second turn: Please check and proofread the
translation to ensure that no errors have been
made.

Level 4 Translation: MacBook Air轻薄
本，是你的不二之选——选尺寸、选颜色，
然后出发吧！无论您选择哪种型号，它都专
为地球环保而设计，采用100 %可回收的铝合
金外壳，坚固耐用。而且，无风扇设计确保
即使它在高强度工作下也能保持宁静。
As evident from the foregoing, Level 4 provi-
des the closest results to the expert transla-
tion. To further validate the efficacy of this
taxonomy, we set up both human and machi-
ne evaluation methods.

1) We invite three proficient translators to
evaluate these five levels of translations ac-
cording to the quantitative assessment cri-
teria for translation quality proposed by
Li (1991), employing the expert translation
as the reference standard. This assessment
method was set up with four scoring me-

trics, namely accuracy, fluency, style and tex-
tual coherence, with the following weights:
WA=3.5,WF=2.5,WS=2,WC=2. The source
text is an advertisement text, which aims
at conveying specific messages, emotions and
appeals to attract the attention and resonan-
ce of the target audience, thus making accu-
racy and fluency the primary principles of ad-
vertisement translation (Xiao, 2010). Adver-
tising’s main objective is to promote a pro-
duct or service, rather than a literature. Whi-
le style and textual coherence can enhance the
appeal and taste of an advert, it should not
normally come at the expense of accuracy and
fluency. Hence, for this case, the weighting ci-
ted as such can provide reasonable constraints
on the role played by the scoring indicators in
terms of importance and priority.

More specifically, accuracy involves the
key purpose of translation, which is to ensu-
re that the translation accurately conveys the
message and meaning expressed in the origi-
nal text. Fluency, on the other hand, empha-
sises the quality of the written expression of
the translation, including regularity, clarity
and linguistic fluency. Style stresses the im-
portance of appropriately conveying the sty-
listic, social and local characteristics of the
original text, as well as the extent of the use of
rhetorical devices, while maintaining the ac-
curacy of the actual meaning. At last, textual
coherence considers whether the arrangement
of utterances in the translation adequately ta-
kes into account the primary and secondary
relationships of the information in the origi-
nal text, whether contextual co-ordination is
achieved, and whether coherence of tone is
maintained (Li, 1991).

Each criterion had a maximum attaina-
ble score of ten. The ensuing scores represent
the respective assessments of the aforemen-
tioned trio of professional translators. Moreo-
ver, with a view to ensuring the reliability of
the results and presenting the evaluation re-
sults more explicitly, we calculated the final
weighted scores using the average scores of
the three translators for all levels of transla-
tions under different factors.

As shown in Equation ?? and Table 2, we
show the calculation method for the final sco-
res, as well as the different scores and final
scores for each level of translation in terms of
accuracy, fluency, style, and textual coheren-
ce. In the Equation ??, n stands for the num-
ber of professional translators, n=3; WA, WF ,
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WS , WC represent the different weights of
the four indicators; Ai stands for the specific
translator’s score for each level of translation
in terms of accuracy, Fi stands for the specific
translator’s score for each level of translation
in terms of fluency, Si refers to the specific
translator’s score for each level of translation
in terms of Style, and Ci denotes the specific
translator’s score for each level of translation
in terms of textual Coherence, i=1, 2, 3.

Based on the score data presented in Table
2, it can be clearly observed that the progres-
sion from Level 0 to Level 4 is marked by
a discernible trend toward translations that
exhibit a greater proximity to expert trans-
lation. Specifically, the lowest rated Level 0
(6.8) and Level 1 (7.3) translations score ap-
proximately the same in terms of accuracy,
and differs significantly in terms of fluency,
style and textual coherence. This is due to
the fact that their prompts are only diffe-
rent in expression types. Moreover, the im-
provement (1.0; 0.7; 0.4) in fluency, style and
textual coherence from Level 0 to Level 1
proves, to some extent, the effectiveness of
multiple-turn prompts in improving the qua-
lity of ChatGPT translation results. Compa-
red to Level 2, Level 3 has only a slight im-
provement (0.2), which is due to the fact that
the lexical nature of the source text does not
confuse ChatGPT. However, specific texts li-
ke legal documents, medical literature, and
technical documents often contain speciali-
zed terminology, intricate grammatical struc-
tures, and polysemous words, and demand a
high level of precision and professionalism. In
such cases, the inclusion of POS tags beco-
mes crucial as they furnish essential gramma-
tical and semantic information necessary for
effectively processing these texts. It should be
noted that the addition of POS tags may al-
so increase the preprocessing workload, thus
requiring a comprehensive consideration of
task requirements and efficiency. Finally, the
highest-scoring Level 4 (8.8) translation re-
sults exemplify the importance of few-shot
examples, which enable ChatGPT to unders-
tand the task requirements as well as possible
and generate the most brand-specific transla-
tions.

2) LLMs not only show excellent capa-
bilities in several NLP tasks such as ma-
chine translation, text summarisation, etc.,
but they are also state-of-the-art transla-
tion quality evaluators (Kocmi and Feder-

mann, 2023). Kocmi and Federmann (2023)
proposed a GPT-based metric for transla-
tion quality assessment, namely GPT Es-
timation Metric Based Assessment (GEM-
BA). By conducting experiments on nine ver-
sions of GPT models, including ChatGPT
and GPT-4, they demonstrated the useful-
ness and accuracy of pre-trained generati-
ve LLMs for translation quality assessment
at the system level by using a zero-shot
standard prompt. However, this prompt per-
formed poorly at the segment level. Subse-
quently, Lu et al. (2023b) further validated
the capability of LLMs in assessing machine-
translated translations. They combined the
Chain-of-Thought (CoT) prompting strategy
(Wei et al., 2022) and the Error Analysis
(EA) paradigm (Lu et al., 2023a) to propo-
se a novel prompting strategy, Error Analysis
Prompting (EAPrompt). EAPrompt divides
the scoring process into two stages: first, the
LLM is prompted to identify the major and
minor errors in the translation. The LLM is
then asked to count the number of errors in
both categories and calculate the final sco-
re. Unlike standard prompts, EAPrompt can
produce human-like evaluations of machine
translations at both the system and segment
levels.

Based on such a pioneering discovery, we
perform evaluations of all levels of transla-
tions in this case with EAPrompt. Below we
show the specific prompt template and the
scores for each level of translation. Due to
space constraints, the Q&A sessions for each
level of translation are not presented.

First-turn:
(Source Text)
(Reference)
(Translation)
Based on the given source and reference, iden-
tify the major and minor errors in this trans-
lation. Note that Major errors refer to actual
translation or grammatical errors, and Minor
errors refer to smaller imperfections, and pu-
rely subjective opinions about the translation.

Second-turn:
Count the number of major and minor errors
identified in your last response and compute
the final score for this translation. Deduct 5
points for each major error. Deduct 1 point
for each minor error. If the translation has
no errors, its score will be 0.
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Accuracy Fluency Style Coherence
Final Score

T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

Level 0 7 6 7 7 7 7 6 7 6 7 8 7 6.8

Level 1 7 7 7 8 8 7 7 7 7 8 8 7 7.3

Level 2 9 8 8 8 9 8 8 8 8 8 9 9 8.0

Level 3 8 9 8 9 7 9 8 7 7 9 9 9 8.2

Level 4 9 9 8 9 8 9 9 8 9 9 9 9 8.8

Table 2: Assessment of Accuracy, Fluency, Style and Coherence of Translations at All Levels.

FinalScore =

∑n
i=1 (WA ∗Ai +WF ∗ Fi +WS ∗ Si +WC ∗ Ci)

n
(1)

Level 0 Level 1 Level 2 Level 3 Level 4

Results -27 -23 -22 -18 -12

Table 3: Results of ChatGPT’s Quality Assessment
of Five Levels of Translations under EAPrompt.

Based on Table 3, it can be concluded
that the translation quality exhibits an up-
ward trend as the prompt level increases,
which is roughly in line with the results of the
human-based translation quality assessment.
This result further confirms the effectiveness
of T3S Taxonomy and the potential of LLMs
in translation quality assessment. However, it
is also noted that even higher quality transla-
tions (e.g. Level 4 Translation) still received
negative scores. This suggests that ChatGPT
using EAPrompt may have some rigour in the
assessment process or be highly sensitive to
subtle differences in translations. This could
be due to the fact that the LLMs can captu-
re subtle semantic differences and expressive
inconsistencies that may seem acceptable to
a human evaluator.

6 Conclusions and Future
Directions

This paper highlighted the significance of a
taxonomy of prompts for translation tasks,
identifying critical design elements such as
expression type, style, POS tagging, and few-
shot examples. Furthermore, we explored in
detail the key roles of gradable translation
prompting taxonomy with explicit descrip-
tions and contextual information to enhance
the prompts’ quality. The synergistic effect
of these factors helps to improve translation
quality and avoid misunderstanding and am-

biguity, which in turn provides more precise
guidance for the ChatGPT translation task.
Based on the above, we conducted the T3S
taxonomy of prompts for ChatGPT transla-
tion tasks.

In our study, we evaluated the effective-
ness of our translation taxonomy by conduc-
ting an experiment using open-source data-
sets and standard evaluation metrics to rate
translation quality across five levels. We al-
so showcased the taxonomy’s usefulness th-
rough a case study with ChatGPT, highligh-
ting how prompt design impacts translation
performance. Our findings offer valuable in-
sights for enhancing ChatGPT’s translation
applications, prompt optimization, and ove-
rall translation quality and efficiency. Buil-
ding on the insights gathered from our current
investigation, future research could focus on
comparing ChatGPT, prompted with our re-
fined taxonomy, with dedicated translation
services like Google Translate. This would as-
sess whether our taxonomy-based approach
can improve the translation capabilities of
LLMs to outperform established translation
services.
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Abstract: Suicide is one of the leading causes of death worldwide, so characterising
individuals with such tendencies can help prevent suicide attempts. In this study, a
corpus, called SuicidAttempt, of Telegram messaging app users, both with and with-
out explicit mentions of suicide attempts, has been compiled in Spanish. For each
user, different demographic features were semi-automatically annotated by different
systems, some supervised and some unsupervised. Finally, the collected features
and linguistic features extracted from users’ messages were analysed to characterise
different groups based on their relationship with suicidal behaviour. The results
indicate that by detecting these demographic and psycholinguistic features, it is
possible to characterise specific at-risk groups and gain detailed insight into the pro-
files of those who engage in such acts.
Keywords: Suicidal behaviour, profiling, corpus creation, social networks

Resumen: Actualmente el suicidio es una de las principales causas de muerte en
el mundo, por lo que poder caracterizar a personas con esta tendencia puede ayu-
dar a prevenir posibles intentos de suicidio. En este trabajo se ha recopilado un
corpus, llamado SuicidAttempt en español compuesto por usuarios con o sin men-
ciones expĺıcitas de intentos de suicidio, usando la aplicación de mensajeŕıa Tele-
gram. Para cada uno de los usuarios se han anotado distintos rasgos demográficos
de manera semi-automática mediante el empleo de distintos sistemas, en unos casos
supervisados y en otros no supervisados. Por último se han analizado estos rasgos
recogidos, junto con otros lingǘısticos extráıdos de los mensajes de los usuarios, para
intentar caracterizar distintos grupos en base a su relación con el comportamiento
suicida. Los resultados sugieren que la detección de estos rasgos demográficos y
psicolingǘısticos permiten caracterizar determinados grupos de riesgo y conocer en
profundidad los perfiles que realizan dichos actos.
Palabras clave: Comportamiento suicida, identificación de perfiles, creación de
corpus, redes sociales

1 Introduction

Suicide is currently one of the leading
causes of death worldwide, with approxi-
mately 700,000 deaths annually, and the
fourth death cause among the young people,
as reported by the World Health Organiza-
tion1. In Spain, the number of suicide-related

1https://www.who.int/news/item/17-06-2021-
one-in-100-deaths-is-by-suicide

deaths is estimated to be thrice that of those
resulting from traffic accidents2. Therefore,
it is crucial to comprehend the characteristic
patterns of individuals with suicidal tenden-
cies and classify them to identify particular
social groups with an increased susceptibility

2https://www.mjusticia.gob.es/es/
ElMinisterio/GabineteComunicacion/Paginas/
211221-NP-Estudio-Epidemiologia-y-
Toxicologia-de-las-muertes-por-suicidio.aspx
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to suicide.

Characterising population groups with
different sensitivities to mental health issues
is a crucial step in identifying the most vul-
nerable populations and designing appropri-
ate support initiatives. Social media plat-
forms offer a wealth of information for this
research, as they allow the identification of
linguistic and demographic patterns within
user-generated content.

This work contributes to the development
of a mental health observatory that furnishes
health professionals with the most recent
data on various population groups, thereby
enabling them to accurately interpret indi-
vidual cases and propose general interven-
tion strategies. The principal objective of
this study is to enhance the identification of
population profiles associated with suicidal
behaviour, using information gathered from
social media platforms.

Specifically, a collection of messages re-
garding suicide attempts on the instant mes-
saging app Telegram has been compiled. The
collection has been classified manually, sepa-
rating positive and negative cases, and has
also been annotated with demographic fea-
tures, such as age, gender, origin or employ-
ment status. Semi-automated detection sys-
tems, outlined in this article, were utilised
for the annotation of these features. These
systems are designed specifically for each fea-
ture, depending on the availability of external
training data and the difficulty of detecting
each feature. These systems not only rep-
resent a support to manual annotation, but
they also serve as the foundation for an auto-
matic system to collect messages and profile
the population at risk.

Based on the annotated collection, a study
was conducted on the correlation between de-
mographic and linguistic features, and suici-
dal tendencies. Despite the limited size of
the corpus, the findings suggest two key facts.
Firstly, there are specific demographic groups
that exhibit a considerably higher incidence
of suicidal behaviour. In addition, the useful-
ness of the use of certain linguistic features in
at-risk groups has been highlighted.

The article is structured as follows: Sec-
tion 2 presents the state of the art on the
use of artificial intelligence for suicide-related
topics, as well as in the profiling of authors.
Section 3 presents the collected corpus and
the different features annotated in it. Sec-

tion 4 presents the different methods that
have been developed with the aim of extract-
ing the demographic features, and which have
been used as an aid to the annotation of the
corpus. Section 5 analyses the different fea-
tures considered in this work that constitute
a profile of each user and their relationship
with suicide cases. Finally, the conclusions
and future work will be presented in Section
6.

2 State of the art

The growing popularity of artificial intelli-
gence has led to its use in more and more
fields, including psychology and the identi-
fication of different mental disorders. One
of the most comprehensive and well-known
studies was conducted by Schwartz et al.
(2013), which analysed 700 million words and
75,000 volunteers to associate certain words,
phrases or speech patterns with different per-
sonality profiles. Another recent example is
the CLPsych2019 task (Zirikly et al., 2019),
which aims to classify suicide risk into four
levels based on Reddit posts written in En-
glish. In Du (2023), linguistic features are
utilized with classical machine learning meth-
ods to predict the most representative psy-
chological state of a text (anxiety, depression,
suicide ideation, or “normal”). In (Fernan-
des et al., 2018), a rule-based system is em-
ployed to detect instances of suicidal ideation
in English texts, alongside a hybrid approach
that utilizes both rules and machine learning
techniques to identify suicide attempts. It is
also worth mentioning the competition eRisk,
which has covered the early detection on the
Internet of a wide variety of mental disor-
ders since their first edition in 2017 (Losada,
Crestani, and Parapar, 2017). For example,
in their last edition the disorders were depres-
sion, gambling and eating disorders (Parapar
et al., 2023).

The association between distinct demo-
graphic features and suicidal behaviour has
been a topic of research. Rancāns et al.
(2016) conducted a study of the Latvian pop-
ulation and found that middle-aged men liv-
ing alone and with a low level of education
were more likely to exhibit suicidal tenden-
cies, while women with only a low level of
education exhibited the highest risk factor.
In Akkaya-Kalayci et al. (2018), the study
focuses on features associated with personal
relationships among young people in Turkey.
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The findings suggest that for women, intra-
family issues tend to be linked to suicidal be-
haviour, while for men, relationship problems
tend to have a stronger association.

Among the features to be extracted in
this work, gender seems to be the one
that has been studied the most. Its
identification has largely employed classical
machine learning techniques, like support
vector machines (SVM) or decision trees,
rather than deep learning. Among these
conventional algorithms, the most success-
ful have been the SVMs (Pizarro, 2019)
(Yang et al., 2021), although ensembles have
also yielded promising results (Piot-Perez-
Abadin, Martin-Rodilla, and Parapar, 2021).
Regarding deep learning algorithms, Heidari,
Jones, and Uzuner (2020) train separate neu-
ral networks for each gender using the Bi-
LSTM architecture. Unsupervised learning
techniques, such as clustering, can be use-
ful not only for gender identification, but
also for analysing the different groups ob-
tained (Bamman, Eisenstein, and Schnoebe-
len, 2014). On social networks like Twitter,
each user has an associated profile picture,
which can be used to create classifiers on two
levels: on one hand, the images are analysed,
while on the other, it focuses on text, with
their output being combined. (Wang et al.,
2019).

The determination of nationality or prove-
nance has had limited research, with a
greater emphasis on handwritten texts rather
than text (Al Maadeed and Hassaine, 2014)
(Choudhury et al., 2022). Consequently, it is
more akin to image analysis than text analy-
sis.

Employment status and profession have
typically been addressed as a problem of
entity recognition and POS-tagging, as in
the case of the MEDDOPROF task (Lima-
López et al., 2021). The use of transform-
ers such as XLM-R (Lange, Adel, and Strot-
gen, 2021), the more familiar BERT (Mesa-
Murgado et al., 2021) or a mixture of the
latter with FLAIR (Balouchzahi, Sidorov,
and Shashirekha, 2021), is the most common
method in this scenario.

There is a limited number of studies re-
garding age, with the majority focusing on
PAN tasks between 2013 and 2016 (Rangel
et al., 2013) (Rangel et al., 2014) (Rangel et
al., 2015) (Rosso et al., 2016). These studies
predominantly use classical machine learning

algorithms such as SVMs or ensembles.

3 Corpus

The corpus was created gathering messages
from two different Telegram groups, both fo-
cused on mental health problems. One of
them was more focussed on suicide, and the
other one with focus in anxiety and depres-
sion, both groups having positives and nega-
tives users for suicide attempts. These groups
are not restricted to a certain nationality, and
have users from different Spanish-speaking
countries. Despite the fact that the main
language is Spanish, some users from non-
Spanish-speaking countries can be found, al-
though all of them write in Spanish. So
the corpus SuicidAttempt comprises 141,894
messages authored by 589 unique users, each
user having a mean of 290 messages, between
late 2021 and mid-2023 in groups associated
with mental disorders.

The users in the corpus can be classified as
either positive, where an explicit suicide at-
tempt is mentioned, or negative, where such
mention is absent. For classify a user, we
first search in his messages for terms related
to suicide, with a later manual review to val-
idate. A user who solely mentions suicidal
ideation is considered negative. Some exam-
ples of sentences that could be considered as
explicit mentions are: “I attempted suicide
one year ago” or “I consumed thirty pills, but
I woke up in the hospital”. Some examples
of sentences that could be considered as only
ideation are: “I want to die” or “Could any-
one give me a quick way to die”.

The 589 users are divided as follows: 156
are positive and 433 are negative users.

Each user in the corpus has received semi-
automatic annotation in terms of their gen-
der, origin and employment status. It should
be noted that in some cases, users may not
provide all information relevant to the traits
in question, and therefore no annotation can
be made.

The evaluation of the agreement among
annotators was measured by Fleiss kappa
value (Fleiss, 1971) obtaining 0.78 (“substan-
tial agreement”) in the case of the attempt
suicidal annotation, and 0.86 (“almost per-
fect agreement”) in the annotation of the
traits. In simple terms, the kappa coefficient
corresponds to the ratio of observed concor-
dances over the total of observations, hav-
ing excluded all random concordances. The
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kappa coefficient takes values between -1 and
+1.

Three different categories have been de-
fined for the trait “Gender”: “Male”,
“Female” and “No binary”, appearing
unannotated in case the user in question
could not be classified in any of the above
three categories during the manual review.

In the corpus, the trait “Origin” was split
into two different categories - “Place of birth”
and “Place of residence” - because for some
users they were different. However, for most
of the users both locations will be the same,
and will only differ if a specific reference is
detected during the manual review.

Something similar occurs with the em-
ployment status, which in the corpus is split
into two different traits: “Employment sta-
tus” and “Profession”. “Employment status”
could be five different categories: “Work”
for users with job, “Unemployed” for those
who are unemployed, “Student” for those
who an explicit mention was found (i.e “I
study computer science”) or implicitly (i.e
“I just got out of class”), “Homemaker”
for those who have explicitly mentioned their
role of homemaker and “Voluntary” if an
explicit mention exists. If a user does not
fit into any of the above categories, then this
trait will not be annotated in the corpus.

The other trait is “Profession”, which in-
dicates the specific employment activity or
place of work. It is possible to find the com-
bination of “Work” as an employment status
with no profession, e.g. due to a mention of
“I just got off work”, but without further de-
tails about the profession.

Finally, the “Age” trait, instead of being
taken as a number, has been divided into
the following age ranges: “<18”, “18-24”,
“25-34”, “35-49” and “>50”. These ranges
are based on those proposed in Rangel et al.
(2014), although in our case there were no
users over 65, so the highest range is over 50.

An example of the corpus data can be seen
in the Table 1.

4 Techniques used for corpus
annotation

The annotation process was supported by a
series of systems that carried out initial auto-
mated tagging, followed by manual revision.
The choice of system for each trait relied on
the available resources.

In the case of gender, employment status

and profession, the systems were supervised;
while in the case of place of birth and resi-
dence, the approach has been unsupervised.
Age was recorded manually, as no dataset
with a sufficient number of cases was found
to create a system.

4.1 Gender

In the case of gender, there are publicly avail-
able datasets that have allowed us to anno-
tate this trait using a machine learning sys-
tem. A system using the transformers tech-
nology was also tested but found to be less
effective than systems based on classical clas-
sification algorithms and thus discarded.

For the base gender detection method,
data from the PAN’s 2018 and 2019 author
profiling task was used (Rangel et al., 2018;
Rangel and Rosso, 2019). In both tasks, a
dataset of 100 tweets is provided for each user
along with their gender information. Users
identified as bots were discarded for the 2019
data set. Additionally, messages that were
just retweets were also eliminated. The base
models were trained on a total of 4,479 users,
which were divided as 2,238 female users and
2,241 male users.

For each user, their messages were con-
catenated using <FIN > as tag. Certain spe-
cial text sequences may appear in the tweets,
which have been edited and replaced by dif-
ferent tags:

• The links by <URL>

• User mentions (@username) by<USR>

• Hashtags by <HTG>

• The emojis have been removed, although
the number of them used by each user
has been counted beforehand, to be em-
ployed as a feature by the classification
algorithms.

The features employed by the classifica-
tion algorithm can be divided in three differ-
ent groups:

• LIWC: Features obtained from LIWC
2015 (Linguistic Inquiry and Word
Count)3 employing Spanish Dictionary
2007. This software identifies 90 dimen-
sions, each one determining the degree
that the users employ words that con-
note positive or negative emotions, self-
references, pronouns, etc.

3https://www.liwc.app/
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Gender P. Birth Residence E. Status Profession Age Suicide
Male Spain Spain Work Lawyer 35-49 Positive
Female Spain Spain Work Health 25-34 Positive
Female Argentina Argentina Student <18 Negative
Male Colombia Colombia Work English Teacher 25-34 Negative

Table 1: Example of annotation from 4 users in the corpus.

• TF-IDF: Features obtained with Tf-
Idf technique (Term Frequency – Inverse
Document Frequency). This method
was employed to analyse words, us-
ing unigrams and bigrams as terms, as
well as characters, using trigrams, tetra-
grams and pentagrams as terms. In both
cases, terms that appeared in over 70%
of the documents were excluded. Fi-
nally, the Singular Value Decomposition
(SVD) technique was applied to reduce
the number of features.

• Number of emojis: This feature de-
fines the total number of emojis used by
a user in their messages.

To obtain the system for semi-automatic
annotation of the corpus, firstly the most ef-
fective feature mentioned earlier have been
found. The SVM method has been employed,
as it provided the best results in a prelimi-
nary study. The evaluation was carried us-
ing a cross-validation with 10 folds. Table
2 shows how the best results are obtained
by combining the 3 groups of features (Tf-
Idf Measure (TFIDF), linguistic features of
the LIWC (LIWC) and the number of emojis
(N EMO)).

P R F1
LIWC 71.79 71.73 71.71*
N EMO 65.49 62.61 60.71*
TFIDF 80.93 80.84 80.83*

LIWC+TFIDF 80.97 80.91 80.90*
LIWC+TFIDF+N EMO 82.02 81.96 81.95

Table 2: Precision (P), Recall (R) and
F1-Score (F1) employing SVM and cross-
validation with different combination of fea-
tures for gender identification. A statistical
significance test has been carried between the
best combination of features and the other
options, being significant the difference in all
cases (marked with *).

After selecting the optimal combination
of features, the next step was to choose the
best model. The algorithms tested were:

SVM, Decision Trees, Naive-Bayes, Gradi-
ent Boosting, Random Forest and AdaBoost,
all of them being implementations of the
Sklearn4 library, each one trained with their
default hyperparameters. As can be seen in
Table 3, the best results are achieved with
SVM, so this was the model trained on the
PAN18 and PAN19 data using the training
set. Furthermore, we aimed to assess the
model’s performance on the test set of the
PAN 2019 task, in addition to SuicidAttempt
corpus, obtaining a precision of 78.55, a recall
of 78.39 and a F1-Score of 78.37.

P R F1
SVM 82.02 81.96 81.95

Decision Tree 67.98 67.96 67.96
Naive Bayes 66.79 66.44 66.25

GradientBoosting 79.19 79.15 79.14
RandomForest 77.48 77.45 77.45

AdaBoost 74.48 74.44 74.43

Table 3: Precision (P), Recall (R) and F1-
Score (F1) for multiple classification algo-
rithms employing cross-validation for gen-
der identification with Tf-Idf, LIWC and the
number of emojis.

The gender of the Telegram users was an-
notated employing the previous model,and
manually revised, achieving the next results
(see Table 4): 75.27 of precision, 72.21 recall
and 72.56 of F1-Score. The results in this
case are slightly lower than those obtained
with PAN data. The lower results in the Sui-
cidAttempt corpus may be due to differences
with the PAN texts. In any case, the results
are high enough to be useful for assisting with
the annotation task and can serve as a base-
line for future research on gender identifica-
tion systems.

4.2 Place of birth and residence

The origin of the user is another of the traits
considered in this work. In this case, the
semi-automatic annotation has not been done
based on a supervised learning system, due

4https://scikit-learn.org
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to the unavailability of a dataset that in-
cluded all the nationalities considered. The
methodology employed made use of a dictio-
nary that included all the Spanish-speaking
nations (including the Philippines and Equa-
torial Guinea), Brazil and Portugal as pos-
sible origins. For each country, a list of re-
lated expressions has been generated, consid-
ering the name of the country, the capital,
the nationality, and principal cities. For each
user, the occurrence of terms associated with
a country is counted, and the place with the
highest frequency is noted as the origin.

During the manual review, certain users
have been found to mention their birth in one
country while living in another. For this rea-
son, two different traits were considered: the
place of birth and the place of residence.

To derive metrics and perform an analy-
sis on this initial algorithm, we considered an
annotation as a hit if it corresponded to the
place of birth or the place of residence. This
system achieves the next results (see Table
4): a precision of 88.66; 92.46 as recall and
90.33 of F1-Score. These results are sufficient
to provide us with a reasonably accurate an-
notation of the user’s nationality.

4.3 Employment status and
profession

For the semi-automatic annotation, we used
the data from the task MEDDOPROF
(Lima-López et al., 2021), specifically sub-
task 2. In this subtask, the objective is to
tag professions and identify if they refer to
the patient, a sanitary, a familiar or another
category.

The data from MEDDOPROF have been
used, together with the code and process pro-
posed in Lange, Adel, and Strotgen (2021), to
train three transformers using xlm-roberta-
large as architecture. One is trained from
scratch, while the other two were fine-tuned
on the pre-existing models discussed in the
article. Once the annotation is done for each
of the 3 models, with an ensemble, the re-
sults of the three models are combined with
a majority vote strategy. Of the referenced
entities, only those that have been identified
as “PACIENTE” (patient) have been consid-
ered. These annotations serve two purposes.
Firstly, they serve as input for the employ-
ment status identification system. Secondly,
they aid in speeding up the annotation of the
profession trait.

The annotation of employment status is
obtained through a rule-based system using
the annotations from the previous ensemble
as input. The multiple tagged parts of text,
for each user, are reviewed to identify ex-
pressions associated with each of the consid-
ered employment status, except for “Work”.
For example, looking for “no” (negation) and
“trabajo” (work) in the same sentence to
classify a user as “unemployed”. If the user
has tagged text, but does not meet any of
the rules being considered, then the user
is classified as “work”. If the user has no
employment-related mentions, the employ-
ment status is left blank. The results of the
system can be viewed in the Table 4.

P R F1
Gender 75.27 72.21 72.56
Origin 88.66 92.46 90.33

E.Status 65.34 60.61 60.87

Table 4: Results obtained by the different
systems developed to annotate the traits.

5 Analysis between the traits and
suicidal behaviour

The study’s ultimate aim is to characterise
individuals based on their connection to sui-
cidal behaviour. This is done using the demo-
graphic traits and the LIWC features. It is
also important to remember that the corpus
is gathered from groups centred around men-
tal disorders, such as anxiety and depression.
Thus, these connections are useful for pop-
ulation groups with similar situations, but
they may not necessarily be generalizable.

Of the traits noted, gender, age, employ-
ment status and place of residence were con-
sidered. The place of birth has not been
taken into account, as in most cases it is the
same as the place of residence and the ac-
tual residence has been considered more im-
portant to characterize the user. Profession
has not been taken into account because it
is a category with open labels. In this case,
it remains pending, for future work, to stan-
dardise this trait in order to be able to anal-
yse it statistically. Users with unidentified
traits have been excluded from consideration
for each trait. Similarly, labels that appear
in less than 5% of users have not been taken
into account.

In the case of gender, due to the restric-
tions mentioned above, only users labelled as
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“Male” and “Female” were considered. The
results for this trait are presented in Figure
1. The findings reveal a slightly higher fre-
quency of positives among women compared
to men, although the difference is small.
However, more data is required to determine
whether this difference is maintained or in-
creased before concluding that women are a
high-risk group.
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Figure 1: Percentage of positive users for
each gender considered.

The next trait studied was age. After
applying the above-mentioned restrictions,
the ranges “<18”, “18-24”, “25-34”, “35-49”
were considered. In this case, one can clearly
find an at-risk group, the under-18s, with ap-
proximately 45% of these users reporting sui-
cidal behaviour, as shown in Figure 2. The
following most frequent user group is the 18-
24 age range, where almost 40% of users are
reported to have attempted suicide. If we di-
vide the age into two groups, under 25 and
over 25, and we consider only the positive
users, 55% of them were under 25, as shown
in Figure 3. Despite the reduced size of the
dataset, it seems that age could be a distin-
guishing factor to consider when examining
suicidal behaviour.

Given the high density of users aged below
25 who have attempted suicide, the study ex-
amined their employment status to establish
any potential correlations. Figure 4 indicates
that students have the highest density of pos-
itive users, followed by the unemployed.

As it was expected that these groups
might be conditioned by age, mainly stu-
dents, it was decided to study the relation-
ship between both traits. As can be seen in
Figure 5, among the users labelled as stu-
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Figure 2: Percentage of positive users in each
age group considered.
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Figure 3: Percentage of individuals under
and over the age of 25, from the positive
group.

dents, about 90% of them are under 25 years
old, which has been observed to be a preva-
lent group among the positives. Even more
interesting is the case of unemployed users,
the second group with the highest frequency
of positives with values very close to those
of students, which in this case are perfectly
distributed between those under and over 25
years old. This suggests that the connec-
tion between unemployment and suicidal be-
haviour is more direct and not as age-related
as in the case of students.

The last demographic trait considered was
place of residence, with Spain, Mexico, Ar-
gentina, Colombia, Venezuela, and Peru ful-
filling the criteria mentioned earlier. Among
all of them, it can be clearly seen how Ar-
gentina stands out from the rest of the coun-
tries, whereas the remaining countries ex-
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Figure 4: Percentage of positive users for
each of the employment status considered.
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Figure 5: Percentage of individuals under 25,
broken down by employment status.

hibited comparable proportions, aside from
Venezuela, which had a lower frequency, as
shown in Figure 6.

To understand the higher suicide attempt
rates in Argentina compared to lower rates in
Venezuela, we examined age distribution in
these countries. In this case, as can be seen
in Figure 7, the percentages of age ranges are
similar in both nations, with half of all users
being under the age of 25. These results seem
to indicate that the percentages of positives
in these countries would not be conditioned
by age.

Other features to consider are the char-
acteristics extracted from the linguistic anal-
yser LIWC. These will enable us to charac-
terise users exhibiting positive and negative
behaviour based on their linguistic character-
istics. By analysing each feature and com-
paring differences between positive and neg-

España Mexico Argentina Colombia Venezuela Peru
0

5

10

15

20

25

30

35

Pe
rc
en

ta
ge

 (%
)

Figure 6: Percentage of suicidal behaviour
in the different countries of residence consid-
ered.
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Figure 7: Percentage of age ranges among all
users living in Argentina and Venezuela.

ative users, we can identify the most signifi-
cant characteristics (see Figure 8). The fea-
ture with the greatest average divergence is
Muerte (death), reflecting a user’s usage fre-
quency of words that have been labelled in
the LIWC on death-related topics, its us-
age is higher among positive users compared
to negative ones. The subsequent five cate-
gories displaying the highest average differ-
ence (Triste (sad), Salud (health), Enfado
(anger), Maldec (cursing) y verbYO) mainly
relate to negative emotional states or atti-
tudes. The verbYO feature, is interesting as
it indicates how frequently the first-person
singular verb forms are used. Thus, these
results seem to indicate that those with sui-
cidal behaviour talk more about themselves.
Another interesting feature is the use of nega-
tions (feature Negacio), which seem to be
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used on average more by those with suicide
attempts.

On the other side, Figure 8, seems to
suggest that the negative group uses more
words related to cognitive processes accord-
ing to LIWC, in this case the categories Mec-
Cog and Certeza (certainty), as well as an
increased use of non-standard punctuation
symbols (OtherP).
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Figure 8: Selection of the 20 LIWC features
with the highest average difference. A posi-
tive difference suggests higher usage of posi-
tive language.

6 Conclusions and future work

In this work, progress has been made in
creating a corpus to characterise suicidal
behaviour in Spanish. Information on
users’ gender, place of birth, residence, em-
ployment status, profession, and age were
recorded. The study also explored differ-
ent base systems for identifying demographic
traits. Lastly, this work attempted to char-
acterise and identify specific risk groups and
distinguish linguistic characteristics.

From this analysis it has been observed
that the most relevant demographic feature
for the study is age, with a higher prevalence
among younger users, with around 15% more
users under the age of 18 having attempted
suicide than in the 25-34 age range. WHO
1 also find prevalence of suicide attempts be-
tween the young people.

In terms of gender, a greater proportion
of female users have attempted suicide com-
pared to male users, although the variation
is not considered significant. Therefore, ac-
quiring further data to determine if this trend
remains consistent or if the prevalence of sui-
cidal behaviour among either gender intensi-
fies, would be beneficial.

Our analysis suggests that there is
a higher prevalence of suicidal behaviour
among students and the unemployed. How-
ever, a noticeable correlation with age is evi-
dent in the case of the students. Conversely,
such a relationship is not observed in the un-
employed, a group that is usually associated
with economic problems, that has been iden-
tified as a risk situation by some organiza-
tions, such as the OMS or the WHO. There-
fore, it may be beneficial to further explore
this demographic group.

Regarding origin, these analyses seem to
indicate a higher incidence among people re-
siding in Argentina, but the relationship to
age remains unclear. Further investigation of
this group is needed to determine if this pat-
tern holds with additional data.

Our conclusions about the linguistic fea-
tures are similar as the obtained in other
studies (Lopez-Castroman et al., 2020). This
means that positive users tend to use words
that could be classified as negative emotions
or feelings, such as sadness or anger, while
also frequently using the first person. Nega-
tive users, on the other hand, tend to focus
on topics that can be framed within different
cognitive processes.

Our aim is to extend and advance the
current work achieved. Specifically, continue
expanding the corpus with more users, and
consider other social networks such as Red-
dit. Furthermore, we will explore additional
traits, for example, social or economic issues
or addictions.

It would be worthwhile to carry on with
the development of automatic extraction sys-
tems for various traits, with special atten-
tion to age, which could not be determined
automatically because there was not a large
enough dataset to facilitate this process. The
annotations obtained during the development
of this work, could be used to develop more
sophisticated systems. For example, the
counts obtained from each country could be
used as features for a machine learning sys-
tem. Additionally, the best features observed
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in this work could be combined with the em-
beddings from a transformer in the case of
gender.

Regarding employment status and profes-
sion, more work could be done. For exam-
ple, the annotations of the system, trained
with the MEDDOPROF task data, could be
used to automatically infer employment sta-
tus. For the profession, it seems necessary to
define categories of professions with similar
characteristics, for example, combining doc-
tors and nurses in a category that could be
“Health professional”. In this way, we will be
able to analyse possible relationships between
professional groups from different fields and
suicidal behaviour.

We also have planned the release of the
corpus in the future, under certain commit-
ments. Before the release, we have to study
the legal requirements and how to deal with
the anonymization of sensitive data such as
names.

Finally, it would be interesting to have au-
tomatic systems to detect if a user has suici-
dal behaviour through text, since as seen in
Section 5, it is possible to characterise users
in this way.
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Abstract: Numerical information in written texts impacts their readability and
is considered complex for people with cognitive disabilities by the Easy-to-Read
guidelines. This paper presents Simple.Text, a rule-based system designed to auto-
matically simplify all numerical expressions deemed complex, with a focus on Rules
19-25 from Section 6.2 of the Easy-to-Read guidelines. The results from the eval-
uation indicate a high precision and accuracy in numerical phenomena detection
and transformation, although with some limitations. This system proves to be an
efficient and cost-effective tool for the simplification of numerical expressions.
Keywords: Numerical expressions, Easy-to-Read (E2R), rule-based system, cogni-
tive disabilities.

Resumen: La información numérica en los textos escritos afecta a su legibilidad y
las pautas de Lectura Fácil las consideran complejas para las personas con discapaci-
dad cognitiva. Este art́ıculo presenta el sistema Simple.Text, un sistema basado en
reglas diseñado para simplificar automáticamente todas las expresiones numéricas
consideradas complejas, que aborda espećıficamente las reglas 19-25 de la Sección
6.2 de Lectura Fácil. Los resultados de la evaluación indican una alta precisión y
exactitud en la detección de fenómenos numéricos y en su transformación, aunque
con algunas limitaciones. Este sistema demuestra ser una herramienta eficiente y
rentable para la simplificación de expresiones numéricas.
Palabras clave: Expresiones numéricas, Lectura Fácil, sistema de reglas, discapaci-
dad cognitiva.

1 Introduction

Numerical information in texts impacts their
readability (Rello et al., 2013). The sim-
plification of this information is required to
guarantee an egalitarian access to informa-
tion. Facilitating the understanding of lan-
guage helps citizens to properly exercise their
rights and obligations.

The Easy-to-Read guidelines (AENOR,
2018) include several rules for the simplifi-
cation of numerical expressions, namely Sec-
tion 6.2, Rules 19-25. These basically en-
tail the clarification of percentages and frac-
tions, dates and hours, and ordinal numbers,
amongst others.

As a way of example, percentages like
“20%” are transformed into descriptive ex-
planatory clauses in order to avoid using the
symbol “%” and providing a more compre-
hensible quantity. The target audience of
these recommendations is people with cog-
nitive disabilities, especially dyslexia and
dyscalculia, which are particularly affected
by numerical expressions, but not limited to
those people.

Previous works emphasise how difficult
some numerical expressions are to process
and suggest that numbers are more read-
able in figures than in letters for people with
dyslexia (Rello et al., 2013). Additionally,
numerical expressions also pose comprehen-
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sion problems for people with limited educa-
tion (Bautista et al., 2011). As can be seen,
this issue affects a wide sector of the popu-
lation that could benefit from more accessi-
ble texts. Therefore, Automatic Text Sim-
plification (ATS), “a technology for produc-
ing adaptive texts by reducing their syntactic
and lexical complexity to make them read-
able for a user group of users” (Bott and Sag-
gion, 2012), can be of assistance in the sim-
plification of numerical phenomena for any
target audience.

The purpose of this paper is to present a
rule-based system, Simple.Text, to simplify
all of the numerical expressions considered
complex in Section 6.2, Rules 19-25, from the
Easy-to-Read guidelines. This tool is devel-
oped within the ClearText project1, funded
by the MCIN/AEI/10.13039/501100011033
Government and the European Union
NextGenerationEU/PRTR (grant reference
TED2021- 130707B-I00) and developed by
the GPLSI research group2 of the University
of Alicante.

This paper is structured as follows: Sec-
tion 2 includes a literature review covering
ATS tools for numerical expressions; Section
3 presents the papers’ objectives and method-
ology; Section 4 delves into the rule imple-
mentation in the system, by describing every
category identified and transformed by the
system; Section 5 presents the Simple.Text
system; Section 6 describes the system eval-
uation while Section 7 details its findings.
Lastly, Section 8 concludes with the future
work ahead.

2 Related Work

Previous works in the ATS of numerical ex-
pressions are scarce. We depart from the
findings from an empirical study in Bautista
et al. (2012) on a parallel corpus of original
and manually simplified Spanish texts, along
with a survey. This study focuses on the sim-
plification of numerical expressions with the
intention of implementing the rules computa-
tionally, but no actual simplification system
is presented.

Similarly, in Drndarević and Saggion
(2012), we also encounter the findings of an
analysis of a parallel corpus in Spanish (orig-
inal and simplified) where numerical expres-
sions are taken into account for the devel-

1https://cleartext.gplsi.es/
2https://gplsi.dlsi.ua.es/

opment of a simplification system for Span-
ish. More particularly, (1) the replacing of a
word with a figure (“cinco” turns into “5”);
(2) the rounding of big numbers (“más de
540.000 personas” turns into “medio millón
de personas); (3) the rounding by elimina-
tion of decimal points (“1,9 millones” turns
into “2 millones”); (4) the simplification of
noun phrases containing two numerals in plu-
ral and the preposition of by eliminating the
first numeral (“cientos de miles de personas”
turns into “miles de personas”); (5) the sub-
stitution of words denoting a certain num-
ber of years (decade, centenary) by the cor-
responding number; and (6) the representa-
tion of thousands and millions in big numbers
expressed by means of a word (“17.000” be-
comes “17 mil”).

To our knowledge, the earliest rule-based
system that addresses such issues with a lex-
ical transformation component and a syn-
tactic simplification module is present in
Bautista et al. (2013). There we can find
a first approximation to the task of simpli-
fying numerical expressions automatically in
a text and to varying degrees of difficulty.
More specifically, the following replacements
are considered: (1) replacing decimal per-
centages with percentages without decimals;
(2) replacing decimal percentages with ratios;
(3) replacing percentages with ratios; (4) re-
placing decimal percentages with fractions;
(5) replacing percentages with fractions; (6)
replacing ratios with fractions; (7) replacing
numerical expressions in words with numeri-
cal expressions in digits. This proposal is for
English, but with the intention of developing
a version for Spanish.

In Bautista and Saggion (2014), the re-
searchers present a rule-based lexical compo-
nent for the simplification of numerical ex-
pressions in Spanish texts based on survey
choices for simplification. The system is com-
posed of: (1) text processing using FreeLing;
(2) the transformation of the FreeLing out-
put into XML representation; (3) the appli-
cation of grammars for numerical expression
recognition; (4) the simplification of target
numerical expression; and lastly, (5) a sen-
tence rewriting stage. Among the numer-
ical expressions tackled in this work, there
is the rounding of percentages (“18,55%” is
transformed into “19%”) but not the simpli-
fication of the percentage in itself, as rec-
ommended by the European Easy-to-Read
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guidelines (AENOR, 2018).
Lastly, an ATS system for Spanish is pre-

sented in Bautista et al. (2017), where the
following phenomena are considered: (1) par-
titive numerals like for example, “un millón”
(a million) or “una centena” (“a hundred”);
(2) monetary expressions consisting of quan-
tity and the monetary unit, as in “ 2.000
dólares” (“2,000 dollars”); (3) fractions and
percentages, like “34%”, are substituted with
the lemma “34/100”; and (4) physical mea-
sures, for example, “30 km/h”.

As can be observed, apart from the
scarcity of systems for the simplification of
numerical expressions in Spanish, the papers
presented offer a partial and not a global
solution to the simplification of numerical
expressions. That is, these do not encom-
pass the entire range of numbers identified
as obstacles in the Easy-to-Read guidelines.
Thus, we propose a rule-based system to
tackle the entirety of these numerical phe-
nomena described in the Easy-to-Read guide-
lines (AENOR, 2018).

3 Objective and Methodology

The objective of this paper is to identify and
resolve the complexity associated with the
numeric phenomena deemed as difficult to
comprehend by the Easy-to-Read guidelines
(AENOR, 2018) in a rule-based system by
transforming them into simpler expressions.

As the Easy-to-Read guidelines are of-
ten general and flexible rules, the collabora-
tion with the non-governmental organisation
APSA3 has enlightened the path by defining
the restrictions to such rules. This NGO has
a group of expert Easy-to-Read validators
with cognitive disabilities. From this collab-
oration, we have been able to define and re-
strict several rules that were rather loose. For
example, Rule 19 in Section 6.2 suggests us-
ing Arabic numerals. However, for the num-
bers “100” and “1000”, APSA recommends
using the written version (e.g. “cien” (a hun-
dred) and “mil” (a thousand), respectively).
Drawing on the expertise of APSA’s special-
ists in text simplification and validation ac-
cording to the Easy-to-Read guidelines, we
opted to incorporate their insights and rule
specifications into our system. This decision
was made to leverage their expertise on the
matter, contributing to the creation of a more

3https://www.asociacionapsa.com/

effective system thanks to this synergy.
Our methodology consists of the following

steps:

• 1. Developing a system for the identifi-
cation and transformation of numerical
expressions in Spanish texts.

• 2. Building a rule-based system for auto-
matic simplification of numerical expres-
sions.

• 3. Evaluating the automatically simpli-
fied output.

4 Rule Implementation

All the rules contemplated in this system cor-
respond to Section 6.2, the lexical simplifica-
tion section, in the Easy-to-Read guidelines
(AENOR, 2018). Many rules include more
than one transformation or implementation.
Table 1 includes a summary of each rule im-
plemented by the system and its correspond-
ing rule number plus an example.

First of all, it is necessary to identify num-
bers in the text whether they are expressed in
letters or figures. For this reason, it is imper-
ative to undertake a preliminary processing
in order to identify and resolve numbers in
letters. In this preprocess, numbers in letters
are identified using SpaCy library.4 Once a
number written in letters is identified, then
it is replaced by its corresponding Arabic nu-
meral using a predefined dictionary. Then,
the process to identify and resolve numbers
is run.

The process is divided into two phases: (i)
identification and (ii) resolution. The identi-
fication phase is carried out using the SpaCy
tool (part-of-speech tagging) in order to de-
termine if a word begins and finishes with
numerical characters. In that case, we will
regard it as a number to be treated in the
resolution phase.

The resolution phase requires different
converting rules depending on the type of
number identified. Consequently, it is essen-
tial to determine to which numerical category
each of the numbers identified in the iden-
tification phase belongs to. This is accom-
plished in the following order: dates, times,
telephones, percentages, ordinals and Roman
numerals and other quantities. In this way,
in order to assign a number to a category,
we first verify that it has not been identified

4https://spacy.io/
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Rule Numerical expression Original Easy-to-Read
Rule 19 Figures dos 2
Rule 19 Rounding quantities 139 más de 100
Rule 19 Explain big numbers 60.000 60 mil
Rule 20 Phone numbers 123456789 123 45 67 89
Rule 21 Ordinal numbers primero, undécimo primero, 11
Rule 22 Percentages 20% 2 de cada 10
Rule 23 Dates 01/01/(20)20, 01-01-(20)20 1 de enero de 2020
Rule 24 Time 23:30 11 y media de la noche
Rule 25 Roman numbers Jaime I Jaime primero

Table 1: Summary of the rules implemented.

in any of the previous categories, and then
we check if it complies with the identifica-
tion rule of that particular category. This
sequential order is necessary to prevent in-
correct and duplicate substitutions.

The following subsections include the dif-
ferent numerical expressions or categories
considered complex for people with cognitive
disabilities by the Easy-to-Read guidelines.
Each category is defined, followed by an ex-
planation of its detection pattern and resolu-
tion or transformation process.

4.1 Dates

According to the Easy-to-Read guidelines,
compact dates expressed with hyphens or
slashes are not recommended. These in-
clude orthotypographic symbols that can be
complex to process (Section 6.2, Rule 23,
(AENOR, 2018)). This recommendation
closely aligns with Rule 8 in Section 6.1
(AENOR, 2018), which specifies that these
orthotypographic symbols should be avoided.

The identification of dates is achieved by
using a regular expression. By utilising this
regular expression, dates following the format
DD/MM/YY(YY) are identified. It must be
pointed out that the year can be two or four
digits and expressed by means of a hyphen or
a dot as a separator.

To transform the detected dates into the
recommended format, a dictionary is utilised
to establish the relationship between months
in letters and months in numbers. Hence,
dates such as “12/04/2020” or “12-04-20”
should be displayed fully written, as follows:
“12 de abril de 2020”.

4.2 Times

To identify whether a number represents a
time, a regular expression is used to detect

the format “hh:mm”. When it comes to the
automatic simplification of time, time slots
are highly cultural. In Spanish these are:

• In the morning (from 06:00 to 12:59),
e.g. 6 y media de la mañana.

• In the afternoon (from 1:00 p.m. to 8:59
p.m.), e.g. 1 y 20 de la tarde.

• At night (from 9:00 p.m. to 12:59 a.m.),
e.g. 6 y 35 de la tarde.

• In the early morning (from 01:00 to
05:59), e.g. 3 menos cuarto de la madru-
gada.

Therefore, set hours (e.g. o’clock, quar-
ter past, half past and a quarter to) are al-
ways written (e.g. en punto, y cuarto, y me-
dia, menos cuarto). Consequently, instead
of “23:30 PM”, the simpler written version
should be “11 y media de la noche”. In-
between times, like “10:10 AM” or “23:35
PM” should be transformed into “10 y 10
de la mañana,” and “11 y 35 de la noche”,
respectively.

4.3 Telephone Numbers
If the identified number in the text consists
of nine consecutive digits, and the sentence
in which the number appears contains the
word “teléfono” (telephone) or “móvil” (mo-
bile) either two words before or after the nine
consecutive digits, it will be classified as a
telephone number. In such instances, the cor-
rect transformation resolution is to separate
the nine consecutive digits with spaces fol-
lowing a 3-2-2-2 structure (e.g. 123 45 67
89).

4.4 Percentages
Concerning the simplification of percentages,
it is recommended to find alternative rephras-
ing options, as orthotypographic symbols
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such as “%” are regarded as complex (i.e.
Section 6.1., Rule 8, (AENOR, 2018)). Thus,
if the character after the number is the per-
centage symbol (%), then the number is cat-
egorised as a percentage (e.g. 20%, 37%).

Once identified, it is then substituted with
an analogous expression using a rule that re-
places the number and the percentage symbol
with the number and a text. This text varies
depending on whether the amount is divisi-
ble by 10 or not. On the one hand, when the
number is divisible by 10, the text is “ x de
cada 10” (x out of 10). On the other hand,
when the number is not divisible by 10, the
text is “x de cada 100” (x out of 100). this is
exemplified below:

• “20%” is simplified as “2 de cada 10” (2
out of 10).

• “37%” is simplified as “37 de cada 100”
(37 out of 100).

4.5 Ordinal Numbers

In line with the Easy-to-Read guidelines, the
use of ordinal numbers should be changed to
cardinal. Nevertheless, our collaborators af-
firm that written ordinal numbers from one
to ten are understood by people with cog-
nitive disabilities and do not need to be
changed, according to their experience. For
example, “primer/primero(s)/a(s)” (first),
“segundo(s)/a(s)” (second), “tercer, ter-
cero(s)/a(s)” (third), etc. Thus, these remain
ordinal and in written form, as the validators
understand them. However, from eleven on-
wards, these are changed to cardinal num-
bers: “undécimo” (eleventh) is changed to
“11”. Therefore, an example such as “Juan
vive en la planta 18º/decimoctava” (Juan
lives on the 18th/eighteenth floor) should be
reworded to a simpler version using cardi-
nal numbers, like the following: “Juan vive
en la planta número 18” (Juan lives on floor
number 18). The detection and substitution
are performed by using a dictionary that has
been manually created specifically for this
purpose.

4.6 Roman Numerals

As for the named entities when these are
proper names of kings, Roman numerals
adapt to letters. Nevertheless, they do not
undergo a double adaptation from Roman
numerals to letters and from ordinal numbers
to cardinals in the first ten cases:

• “Jaime I” (James I) changes to “Jaime
primero” (James the first).

• “Siglo XX” (20th century) becomes
“Siglo 20” (20 century).

Even though the Easy-to-Read guidelines
(AENOR, 2018) indicate including “que se
lee” (what reads as) when treating these cases
(e.g. Alfonso X que se lee Alfonso décimo),
our collaborators indicated that it is much
more straightforward to do it in this way. In
order to detect and replace Roman numerals
a Roman Phyton Library5 is used.

Within the Roman numerals, it is neces-
sary to distinguish kings’ names (e.g. Jaime
I) since the resolution process is different.
This case is identified when Named Entity
Recognition (NER) + Roman numeral ap-
pears in the text. Upon detection using
SpaCy, the Roman number is replaced by the
corresponding ordinal number (e.g “Jaime I”
becomes “Jaime primero”).

4.7 Other Quantities

If the detected number has not been consid-
ered in any of the above categories, then it is
regarded as a quantity. To identify them, a
regular expression is applied to detect num-
bers with or without (1) a thousands sep-
arator or (2) a decimal point for decimals.
The substitution process is subdivided into
the following subsections:

4.7.1 Figures

It is recommended to write numbers in fig-
ures up to 1,000, that is, from 1 to 999. This
is already done in the preprocessing phase ex-
plained in Section 4.

4.7.2 Explain Big Numbers

From there, big numbers are changed to a
hybrid format where part of the number is
written with Arabic numbers and the rest is
expressed in written format: “2 mil” (2 thou-
sand). This approach replaces the zeros with
their textual equivalent, rather than repre-
senting them as numerals. This complies
with the Easy-to-Read guidelines (AENOR,
2018), which state that numbers with many
digits are difficult to read and, thus, writing
them in letters can make them easier to un-
derstand. To facilitate their understanding,
alternative options are contemplated, such
as:

5https://pypi.org/project/roman/
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• Qualitative comparisons (e.g. as many
people as those who live in Granada).

• Replacement by terms such as “ several”,
“ thousand” and others when the con-
text allows it.

When it comes to numbers, what is con-
sidered big is open to interpretation. The
Easy-to-Read guidelines are flexible in so
much that these do not set a limit in princi-
ple: it depends on the validation sessions and
whether it is understandable or not there.
Most of the time it depends on the con-
text and the relevance that this number in
question has in the text. Currently, ac-
cording to the validation groups working on
this project, we established that the number
from which we would apply this is “10.000”
which is transformed into “10 mil” (10 thou-
sand). That being said, “100” and “1.000”
are also transformed into “cien” (a hundred)
and “mil” (a thousand), as previously dis-
cussed in Section 3.

4.7.3 Rounding Quantities

Rounding numbers is recommended by the
Easy-to-Read guidelines (AENOR, 2018) at
the expense of losing precision. This is ap-
plied to decimal numbers (e.g. “1.3” is
rounded to “1”) and other quantities. That
is, “1.999” is rounded to “casi 2 mil” (al-
most 2 thousand). Nevertheless, some excep-
tions are contemplated, like ticket prices, won
prizes, and others, although no implementa-
tions are applied yet in this regard until we
enter the project’s meaning and disambigua-
tion module.

5 The Simple.Text System

The current version of the Web App allows
for the selection of (1) individual language
phenomena simplification, enabling the sim-
plification of specific language phenomena
such as superlative forms or -mente adverbs,
amongst others; (2) language level simplifi-
cation, which offers the choice of simplifying
the entire palette of linguistic phenomena or-
ganised by language levels (currently limited
to lexical and syntactic); and (3) applying all
simplifications at once. Subsequently, users
submit the text for simplification on the top
box and obtain the output in the box below.
Figure 1 illustrates an example of simplifica-
tion in the current preliminary interface.

6 System Evaluation

The system evaluation is performed by de-
tecting and resolving the numeric phenom-
ena in 5,000 texts from the CLEARSIM cor-
pus, which contains texts from the public ad-
ministration. This accounts for one third of
the total texts in that corpus. These texts
were gathered from the official websites of
municipalities in the Alicante area, focusing
on the domains of culture, sports, and leisure.
We utilised the Simple.Text System to iden-
tify and transform the numeric expressions
deemed complex by the Easy-to-Read guide-
lines (AENOR, 2018).

Given the impossibility of presuming com-
plete system detection and transformation,
we conducted a manual evaluation involving
a representative quantity of texts to simplify
and, subsequently, we scaled the results. This
corpus will be available on the project’s web-
site.6 To do so, we extracted a representa-
tive number of texts out of the 5,000 texts by
following the Formula 1 presented in (Pita-
Fernández, 1996):

M =
N ∗K2 ∗ P ∗Q

E2 ∗ (N − 1) +K2 ∗ P ∗Q
(1)

The symbols in the equation stand for
the following: N for population, K for the
confidence interval, P for the success prob-
ability, Q for failure probability and E for
the error rate. The values given to each of
these parameters, more specifically, K=0.95,
E=0.05, P=0.5, and Q=0.5 were taken from
(Vázquez et al., 2010).

After calculating the formula, the result-
ing number of texts M was 89, which then
was rounded up to 90 texts. These texts
were manually analysed by a human to check
the accuracy of both the linguistic phenom-
ena detection and the linguistic phenomena
resolution. The human detection evaluation
yielded 1,597 numerical expressions that are
categorised as follows:

• Figures: 966

• Written numbers: 178

• Decimal numbers: 51

• Dates: 14

• Hours: 226

• Percentages: 11

6https://cleartext.gplsi.es/
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Figure 1: Simple.Text Tool.

• Ordinal numbers (both written and in
figure): 92

• Roman numbers: 53

• Phone numbers: 6

After this initial human detection, an eval-
uation of the system’s detection and transfor-
mation was performed.

7 Discussion of Results

This section discusses both the detection and
transformation of numerical expressions in
the current version of the Simple.Text sys-
tem.

The results for the detection of numerical
phenomena are presented in Table 2, which
includes a description of the accuracy, preci-
sion, recall and F1-score (Derczynski, 2016)
for the detection of every single numerical ex-
pression analysed. Regarding the detection
of the numerical categories, we observe an
overall good detection except for telephone
numbers, dates, times, ordinal numbers and
Roman numbers. Some of these issues are
caused due to the different ways in which au-
thors express these phenomena in the text.
For example, telephone numbers separated
with a full stop (e.g. 123.456.789) or in be-
tween hyphens (123-45-67-89) were not iden-

tified. Similarly, telephone numbers correctly
written according to the rules in the orig-
inal texts were not identified as such, but
as quantities. Dates expressed in the for-
mat DD.MM.YYYY were not detected and
times with the abbreviation h (hours) adja-
cent to the last numeral character prevented
the identification of times (e.g. 07:00h).
Text 1043 is a representative example with
22 cases of times expressed in this way but
not detected. Similarly, quantities followed
by symbols such as €, km, etc. prevented
the detection of such figures. Roman num-
bers is the only category with precision be-
low 1. This happened due to the detection
as Roman numbers of entities that were not
numbers (e.g. the abbreviation CC, “Centro
Comercial”, meaning “shopping centre” was
identified as a Roman number). This could
be counteracted with the dictionary covering
abbreviations, which is a step we will poten-
tially take in the near future.

Concerning the transformation of the cat-
egories (see Table 3), all of them perform cor-
rectly (e.g. 1) except one quantity that is
not rounded (e.g. 1.125) and 16 Roman num-
bers that are transformed in an incorrect way
(e.g. Jaime II as Jaime 2 instead of Jaime se-
gundo). Both of these are system errors and
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Category Accuracy Precision Recall F1
Figures 92.96 1 92.96 96.35
Rounding quantities 98.03 1 98.03 99.01
Explain big numbers 96.62 1 92.62 98.28
Dates 0.5 1 0.5 66.66
Times 60.61 1 60.61 75.48
Percentages 1 1 1 1
Ordinal numbers 66.30 1 66.30 79.73
Roman numbers 70.66 70.66 1 82.81
Telephone numbers 16.66 1 16.66 28.57

Table 2: System evaluation, data detection. All the data expressed in percentages.

Category Accuracy Precision Recall F1
Figures 99.88 1 99.60 99.88
Rounding quantities 1 1 1 1
Explain big numbers 1 1 1 1
Dates 1 1 1 1
Times 1 1 1 1
Percentages 1 1 1 1
Ordinal numbers 1 1 1 1
Roman numbers 69.81 1 69.81 82.22
Telephone numbers 1 1 1 1

Table 3: System evaluation, data transformation. All the data expressed in percentages.

this evaluation will help us fix these issues in
a later system version.

Another issue we encountered is the fact
that we need more context or meaning to de-
termine if, for instance, “1999”, is a quan-
tity or a year. Out of 198 correct roundings,
114 were years and not quantities. Therefore,
57,57% of correct figure transformations are
technically not correct with respect to the
text. It remains imperative to establish a
method for resolving ambiguity in such in-
stances in future meaning and disambigua-
tion modules in the project.

In that regard, previous works already
highlight the importance of simplifying tak-
ing into account the local context of the sen-
tence (Bautista and Saggion, 2014). For in-
stance, in a context where a comparison is
taking place, if rounding is applied, no infor-
mation will be transmitted. See the exam-
ple provided by the authors: “The numbers
of dissolutions are maintained at 2010 sim-
ilar to those of 2009, 22,435 versus 21,875,
with a slight increase of 2.56%” (Las cifras
de disoluciones se mantienen en 2010 simi-
lares a las de 2009, 22.435 frente a 21.875, con
un ligero incremento del 2,56%.). This case
puts in the forefront the fact that regular ex-
pressions, which disregard context, have their

shortcomings in cases such as the one exem-
plified. Thus, syntactic awareness is key to
avoiding simplification fails. All in all, al-
though limiting the scope of the transformed
phenomena, we ensure that the transforma-
tions are correct with a rule-based system.

8 Conclusions and Future Work

The main contribution of this research is the
implementation of the entirety of Easy-to-
Read guidelines dealing with numbers to a
rule-based system (i.e. Simple.Text), within
the context of the Clear.Text project. The
advantages of rule-based systems lie in their
precision and ability transform accordingly
with a very cost-effective approach. While
we value the use of Large Language Mod-
els (LLMs), we understand that these are
not strictly necessary for clear-cut and well-
defined specific tasks. When compared to an
LLM, with this approach we gain explainabil-
ity and resources.

With the rule knowledge that we have
gathered for the simplification of numerical
entities, we could define two tasks to solve in
the future: to identify both (1) the numeri-
cal entities and (2) their category in a given
text, which directly refers to the transforma-
tion that it should undertake for its resolu-
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tion and therefore, its simplification. Then,
instead of having a set of rules that are lim-
ited by its disconnect to context, we could
build a corpus to train a machine learning
(ML) model that infers these rules. In this
way, explainability would not be sacrificed,
as many traditional ML models offer explain-
ability.

Overall, we could improve the tool by
creating a hybrid system where the detec-
tion and classification could be performed
with machine learning, deep learning or even
BERT, and the transformation phase to be
performed with rules, which ensures a precise
and accurate transformation. In this way, we
would not need a large simplification corpus
to train a LLM.

Future work also includes the refinement
of the system’s current rules, the continua-
tion of the implementation of the entirety of
Easy-to-Read guidelines and the evaluation
of the system with control and cognitive dis-
abled groups.

More specifically, regarding percentages,
there are some exceptions that will be treated
using an ad hoc dictionary specifically cre-
ated for that purpose, for example, “50%”
will be replaced by “la mitad” (half), as our
collaborators indicate that this construction
is easier to comprehend than “5 out of 10”.
Similarly, fractions will be treated and solved
as percentages, that is, with constructions
that transmit the same information, for ex-
ample, “uno de cada tres” (one out of three)
instead of “1/3”.

Groups of numbers represented in one
word, such as “decena” (ten), “docena”
(dozen), “millar” (thousand), “centena”
(hundred), “centenario/a” (centenarian) or
“milenario/a” (millennial), among others,
could also be difficult to comprehend. Al-
though these are not explicitly acknowledged
in Section 6.2, Rules 19-25 in the Easy-to-
Read guidelines (AENOR, 2018), they could
be addressed in future work related to nu-
merical expressions using a dictionary.

The resources created by this project will
be available on Huggingface7 and the re-
search group’s GitHub8, as well as the official
webpage of the project.

7https://huggingface.co/gplsi
8https://github.com/gplsi
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Drndarević, B. and H. Saggion. 2012. To-
wards automatic lexical simplification in
Spanish: an empirical study. In Proceed-
ings of the First Workshop on Predicting
and Improving Text Readability for target
reader populations, pages 8–16.

Pita-Fernández, S. 1996. Determinación del
tamaño muestral. Cadernos de atención
primaria, 3(3):138–141.

Rello, L., S. Bautista, R. Baeza-Yates,
P. Gervás, R. Hervás, and H. Sag-
gion. 2013. One half or 50%? an
eye-tracking study of number represen-
tation readability. In Human-Computer
Interaction–INTERACT 2013: 14th IFIP
TC 13 International Conference, Cape
Town, South Africa, September 2-6, 2013,
Proceedings, Part IV 14, pages 229–245.
Springer.

Vázquez, Y. G., A. F. Orqúın, A. M. Gui-
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Resumen: Los actos de habla son unidades básicas de la comunicación lingüística que 
permiten realizar acciones a través del lenguaje. En el texto legislativo, los diferentes tipos 
de actos de habla cobran especial relevancia a nivel pragmático porque detrás del lenguaje, 
existe una intención (acto ilocutivo) que va más allá de las palabras para organizar y 
cambiar la realidad en una sociedad. La teoría lingüística propone diferentes tipos de actos 
de habla. Este trabajo tiene como objetivo clasificar automáticamente tres tipos por su 
relevancia en el texto legislativo: 1) Los actos asertivos que describen hechos y realidades; 
2) los actos directivos que definen las normas o regulan las relaciones y las competencias
de la materia en cuestión; y 3) los actos compromisorios que reconocen los derechos y se
comprometen a velar por estos derechos. Para la clasificación, se ha anotado un conjunto
de 1325 enunciados divididos en subconjuntos de entrenamiento, validación (80%-20%) y
un conjunto de prueba (250 enunciados). Se han entrenado y se han evaluado varios
clasificadores automáticos multi-etiqueta y multiclase basándose en tres tipos de modelos:
modelos clásicos de aprendizaje automático, modelos fundacionales del lenguaje (LLMs)
de tipo “encoder” y un modelo fundacional generativo de tipo “decoder” mediante
instrucciones prompting de 5 niveles (GPT 3.5). Los clasificadores basados en modelos
“encoder” (BERT y RoBERTaLex) han obtenido los mejores resultados. BERT ha
alcanzado un f1-macro de 0,85 y un f1- micro de 0,87. RoBERTaLex  ha obtenido 0,86 en
f1-macro y f1-micro.
Palabras clave: Modelos fundacionales, actos de habla, pragmática computacional,
procesamiento de textos legales.

Abstract: Speech acts are basic units of linguistic communication which perform actions 
through words. Certain types of speech acts are especially significant in legislative texts as 
they go beyond words revealing intentions aiming at shaping the reality of a society. The 
linguistic theory proposes different types of speech acts. However, this study focuses on 
the automatic classification of three types for their relevance in the legislative context 
including: 1) Assertive acts describing events and reality; 2) directive acts setting 
regulations and, finally, 3) commissive acts indicating commitment to basic rights and 
principles. For the training and evaluation, a dataset of 1325 statements was manually 
labeled and further splitted into train and validation sets (80%-20%). Then, the resulting 
trained classifiers were further evaluated against a test dataset of 250 statements. Different 
classifier were trained over three types of models: Classical machine learning models, 
foundational Large Language Models (LLMs) based on “encoders”; namely RoBERTaLex 
and BERT and finally, generative models based on “decoders”, namely GPT3.5 through a 
5-shot prompt tuning. The classifier based on encoder LLMs (BERT and RoBERTa) 
outperformed the rest of models. BERT achieved f1-macro score of 0.85 for all classes and 
a f1-micro score of 0.87 (BERT) and 0.86 (RoBERTa). 
Keywords: Language models, Speech Acts, Computational Pragmatics, Legal Text 
Processing.
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1 Introducción y marco teórico 

Los actos de habla son unidades básicas de la 
comunicación lingüística que permiten realizar 
acciones a través del lenguaje (Instituto 
Cervantes, 2023). El primero en introducir esta 
teoría fue el filósofo británico Austin (1962). Su 
obra póstuma Cómo hacer cosas con las 
palabras asienta las bases de esta teoría. Siete 
años más tarde, su discípulo Searle (1969) 
consolidó la teoría acuñando el término “actos de 
habla”.  

Según esta teoría, en un acto de habla se 
activan tres dimensiones simultáneamente: la 
dimensión locutiva, ilocutiva y perlocutiva. La 
dimensión locutiva se centra en el mensaje 
refiriéndose al acto físico de emitir el mensaje y 
su formulación fónica, gramatical y semántica. 
La ilocutiva se centra en la intención del emisor 
y la acción que quiere realizar más allá de sus 
palabras. Por último, la dimensión perlocutiva se 
centra en el efecto provocado en el receptor por 
el enunciado.  

En la legislación, nos encontramos ante una 
situación comunicativa concreta donde el emisor 
es la autoridad competente que expide la ley, i.e. 
el texto legislativo (entendido como mensaje) y 
un receptor genérico representando a múltiples 
posibles destinatarios como ciudadanos, 
profesionales del derecho, juristas, órganos 
judiciales, autoridades competentes de aplicar la 
ley, instituciones públicas o privadas, 
administraciones del Estado, etc.  

En esta situación comunicativa, los actos de 
habla ilocutivos cobran especial relevancia 
porque mediante estos actos, el órgano legislador 
pretende llevar a la realidad acciones que 
implican organizar las relaciones y establecer las 
normas.  

El marco teórico establece diferentes 
tipologías de los actos de habla (Austin, 1962; 
Searle, 1969; Vendler, 1980; Bach y Harnish, 
1979). No obstante, el presente estudio se centra 
en un subconjunto de tres tipos de actos por su 
relevancia en el contexto legislativo. Los actos 
asertivos que describen los hechos. Los actos 
directivos que establecen las normas. Este tipo 
de actos es el más común en los textos 
legislativos. Finalmente, los actos 
compromisorios que reconocen los derechos o 
muestran un compromiso por velar y proteger 
estos derechos.  Para el resto de los actos fuera 
del alcance de este estudio se ha contemplado 
una cuarta categoría “Otros”. 

El estudio se estructura en siete secciones 
incluyendo esta introducción. En la Sección 2 se 
define el objetivo general, los objetivos 
específicos y el alcance. La Sección 3 ofrece un 
análisis del estado de la cuestión. La 
metodología y la descripción de los datos se 
describen en la Sección 4. El proceso de 
anotación se detalla en la Sección 5. Los 
experimentos para entrenar y adaptar los 
modelos con los resultados obtenidos se explican 
en la Sección 6. Finalmente, las conclusiones 
resumen los principales hallazgos. 

2 Objetivo y alcance 

2.1 Objetivo 

El presente trabajo tiene como objetivo clasificar 
automáticamente los actos de habla en los textos 
legislativos distinguiendo entre los actos 
asertivos, directivos, compromisorios y otros 
actos que no se incluyen bajo estas tres 
categorías. Es una clasificación multiclase y 
multi-etiqueta porque en un solo enunciado se 
puede expresar más de una intención. Por 
ejemplo, un enunciado puede indicar una norma 
(acto directivo) a la vez que reconocer un 
derecho (un acto compromisorio). 

Para alcanzar el objetivo general se plantean 
los siguientes objetivos específicos: 
 Recopilar una muestra representativa de

actos de habla a partir de un corpus de textos
legislativos.

 Establecer unos criterios para la anotación y
clasificación manual de esta muestra.

 Anotar un conjunto de datos de referencia
“gold-standard” que sirva tanto para el
entrenamiento como para la validación de los
diferentes modelos.

 Entrenar clasificadores automáticos basados
en diferentes familias de modelos: 1)
modelos clásicos de aprendizaje automático
(Ej. RandomForest, OneVsRestClassifier), 2)
modelos fundacionales de lenguaje de tipo
“encoder” (BERT y RoBERTaLex; ambos son
modelos pre-entrenados con datos en
español) y 3) modelos fundacionales
generativos de tipo “decoder” (GPT 3.5).

 Evaluar los resultados obtenidos de los
diferentes modelos.

Explorar este abanico de modelos permite
comparar y evaluar la capacidad de las técnicas 
actuales en abordar esta tarea y, por tanto, 
valorar su viabilidad y su posible impacto en 
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soluciones y servicios finales destinados a 
diferentes tipos de usuarios en el dominio legal. 
Por ejemplo, la clasificación de actos de habla 
puede asistir a los profesionales del derecho en 
extraer la información relevante de los grandes 
volúmenes de textos legislativos distinguiendo 
de forma más rápida y eficiente entre los 
enunciados directivos que establecen una norma 
de los enunciados compromisorios que 
reconocen un derecho. Por otro lado, para un 
ciudadano este tipo de clasificación le puede 
ayudar a identificar los derechos y las 
obligaciones en una ley.  

Asimismo, esta clasificación puede ser un 
módulo a integrar en sistemas conversacionales 
interactivos, sistemas de pregunta-respuesta o en 
soluciones para la simplificación del texto 
legislativo, la generación de resúmenes 
automáticos, etc. 

2.2 Alcance 

El estudio se centra en la dimensión ilocutiva 
referente a la intención o la acción que se 
pretende realizar con las palabras del enunciado. 
Dentro de esta dimensión ilocutiva, se han 
seleccionado tres tipos de actos: asertivos, 
directivos y compromisorios por su relevancia en 
el texto legislativo siguiendo la clasificación de 
López-Hernández (2005). 

Otros estudios de carácter puramente 
lingüístico sin un componente computacional 
han contemplado otros tipos de actos de habla 
como los cualificatorios o los 
realizativos/performativos. Los primeros sirven 
para definir conceptos y los segundos convierten 
en realidad lo que se dice en el enunciado 
(López-Hernández, 2005).  

Este último tipo es más significativo en los 
textos jurisprudenciales o sentencias. No se han 
contemplado en este estudio porque su uso en los 
textos legislativos es poco significativo y se 
limita a fórmulas tradicionales para declarar la 
entrada en vigor de una ley. Por ejemplo, al 
principio de una ley: 

Rey de España: A todos los que la 
presente vieren y entendieren. Sabed: Que 
las Cortes Generales han aprobado y Yo 
vengo en sancionar la siguiente ley 
orgánica.  
Además, los enunciados al final de una ley. 

Por ejemplo “Por tanto, Mando a todos los 
españoles, particulares y autoridades, que 
guarden y hagan guardar esta ley orgánica”. 

Partiendo de los objetivos y el alcance, el 
presente estudio plantea tres cuestiones que se 
detallan a continuación: 

● ¿Es viable abordar los actos de habla en el
texto legislativo desde una perspectiva
computacional mediante el entrenamiento
de clasificadores automáticos?

● ¿Qué clasificadores automáticos
realizarían mejor la tarea?

● ¿Cuáles son los retos que presenta esta
tarea?

3 Estado de la cuestión 

El análisis del estado de la cuestión llevado a 
cabo revela dos enfoques principales: 1) Los 
estudios de Lingüística y la Filosofía del 
Derecho que han tratado los actos de habla en el 
dominio legal desde una perspectiva pragmática 
y 2) los estudios computacionales que han 
abordado los actos del habla como un problema 
de clasificación automática.  

Según este análisis, ningún estudio ha 
abordado los actos del habla en los textos legales 
como un problema de clasificación automática. 

De ahí la aportación del presente estudio 
donde se retoma la teoría de los actos de habla 
desde un enfoque pragmático computacional. A 
la vez, es un enfoque aplicado a los textos 
legislativos que ofrece una solución automática 
empleando las técnicas actuales en el ámbito del 
Procesamiento del Lenguaje Natural (PLN) y la 
Inteligencia Artificial (IA). 

3.1 Actos de habla en textos legales 

Numerosos estudios han abordado los actos de 
habla en los textos legales. No obstante, todos 
estos estudios han tratado el tema desde una 
perspectiva puramente lingüística y pragmática 
o a veces desde la perspectiva de la filosofía del
derecho. Ningún estudio de los señalados ha
planteado una solución computacional
automatizada. Además, varios se centran en el
análisis de estos actos en inglés.

En cuanto a tipologías y clasificaciones de los 
actos de habla, se destaca el estudio pionero de 
Kurzon (1986) sobre los actos de habla en textos 
legales. Maccormick y Bankowski (1991) 
compararon los actos de habla con los actos 
jurídicos en su trabajo titulado “La teoría de los 
actos de habla y la teoría de los actos jurídicos”.  

Siguiendo esta línea, Visconti (2009) agrupó 
los actos de habla en actos a praxis y actos a 
poiésis. Los primeros representan acciones sin 
pretender cambiar la realidad (Ej. definir 
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conceptos, constatar realidades). El segundo tipo 
son actos que pretenden cambiar la realidad del 
mundo a nuestro alrededor (Ej. ordenar, 
prometer, acusar, etc.). Por último, Durant y 
Leung (2016) prestaron especial interés a los 
actos realizativos/performativos. 

Por otro lado, se destacan estudios aplicados 
que analizaron los actos de habla en diferentes 
tipos de textos legales. En este sentido, Blom y 
Trosborg (1992) y Trosborg (1995) analizaron 
cuantitativamente los actos de habla en estatutos 
y contratos en inglés basándose en un corpus 
limitado.  En un estudio más reciente, Janicki 
(2018) ha retomado el análisis de los actos de 
habla en contratos. 

Bernal (2007) analizó los actos de habla en 
las decisiones judiciales. Por otro lado, Mey 
(2013) abordó los actos de habla en contratos, 
acuerdos matrimonios, sentencias, etc. desde un 
enfoque diacrónico. Recientemente, Kone 
(2020) ha analizado los actos de habla en los 
tratados de las Naciones Unidas. Finalmente, en 
su estudio titulado “When does Speech Perform 
Regulable Action?”, Weston (2022) ha criticado 
la teoría de los actos de habla aplicándola a la 
regulación de la libertad de expresión.  

En cuanto a los estudios de actos de habla en 
textos legales en español, se destaca el estudio de 
López-Hernández (2005) en el que propuso una 
clasificación de las normas jurídicas como 
enunciados de actos ilocutivos. 

Otros estudios se han centrado en actos de 
habla concretos o en documentos legales 
específicos. En esta línea, destacamos los 
trabajos de Cifuentes-Honrubia (2005; 2006; 
2009) sobre la “autorización” como acto de 
habla. También, los trabajos que enfocaron los 
actos realizativos/performativos en el discurso 
legal (Fiorito, 2006; Amorebieta y Vera, 2020). 
Moreu-Carbonell (2020) estudió los actos 
comunicativos en el lenguaje administrativo 
destacando la particularidad del lenguaje 
jurídico español. Por último, Ibáñez-Macías 
(2021) analizó los actos 
declaratorios/cualificatorios en el Derecho 
constitucional. 

3.2 Clasificadores automáticos de actos de 
habla 

Desde el enfoque computacional, varios trabajos 
han desarrollado clasificadores automáticos de 
actos de habla, pero no en el dominio legal, sino 
en otros dominios como las redes sociales, los 
textos de mensajería instantánea, los correos 

electrónicos, los foros educacionales, etc. Estos 
estudios se han centrado en la dimensión 
ilocutiva para una mejor detección de los 
intentos. 

En cuanto a la clasificación de actos en 
diálogos y mensajería instantánea, se destaca el 
trabajo pionero de Mast et al. (1996) basado en 
la clasificación semántica. Twitchell et al. 
(2004) partieron de la teoría de actos de habla 
para modelar las conversaciones en mensajería 
instantánea. Carvalho y Cohen (2005) abordaron 
los actos de habla en los correos electrónicos 
para detectar si se tratan de solicitudes o de 
compromisos. Moldovan, Rus y Graesser (2013) 
entrenaron un modelo supervisado con árboles 
de decisiones para las conversaciones en línea. 
Samei et al. (2014) entrenaron un clasificador de 
actos de habla para analizar los diálogos de 
sistemas inteligentes de tutoría (Intelligent 
Tutoring Systems). Arguello y Shaffer (2015) 
también entrenaron un clasificador para los actos 
de habla en los foros educativos de los cursos 
abiertos en línea (MOOC). 

Recientemente, los actos de habla en tweets 
han sido objeto de varios trabajos. Zhang, Gao y 
Li (2011) desarrollan una metodología para 
reconocer “qué hacen los tweets”. Vosoughi y 
Roy (2016) también analizan los actos de habla 
en tweets. Por último, Saha, Saha y 
Bhattacharyya (2019) desarrollan un clasificador 
de actos de habla en tweets basado en redes 
neuronales. 

4 Metodología y datos 

Para el presente estudio se ha adoptado una 
metodología empírica y aplicada siguiendo 
cuatro fases principales: 

 Recopilación de los datos.
 Extracción de enunciados.
 Anotación de los enunciados según los

actos de habla objeto de este estudio.
 Entrenamiento y evaluación de los

clasificadores automáticos.

Los desarrollos se han realizado en el 
lenguaje de Python utilizando las librerías 
abiertas de: 

 Stanza (Qi et al., 2020) para el
preprocesamiento del texto del corpus y
pandas (McKinney, 2010) para la
estructuración de los conjuntos de datos.

 Scikit-learn (Pedregosa et al., 2011) para
el entrenamiento y la evaluación de los
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modelos clásicos de aprendizaje 
automático. 

 Transformers de HuggingFace (Wolf et
al., 2020) para el entrenamiento y la
evaluación de los modelos
fundacionales de tipo “encoder”.

 Modelos fundacionales “encoder” pre-
entrenados con textos en español: BERT
[distil-bert] (Cañete et al., 2023) y
RoBERTaLex (Gutiérrez-Fandiño et al.,
2021). Están disponibles con acceso
abierto en el repositorio de
HuggingFace.

 El interfaz conversacional ChatGPT
(OpenAI, 2023) para el experimento con
el modelo fundacional generativo GPT
3.5.

4.1 El corpus de textos legislativos 

Existen corpus legales como Legal-ES (Samy, 
Arenas-García y Pérez-Fernández, 2020), el 
corpus “Spanish Legalese  Language Model and 
Corpora” (Gutiérrez-Fandiño et al., 2021) o el 
corpus titulado “Spanish monolingual corpus 
from contents of Spanish State Official Gazette” 
disponible en European Language Grid (2022).  

Para este estudio, se ha partido de un 
subcorpus limitado de textos legislativos, dado 
que se trata de una tarea concreta y no es 
necesario contar con un corpus grande. El 
subcorpus utilizado incluye tres fuentes 
principales: El Código Civil, la Ley de 
Protección de Datos Personales y la Ley de 
Régimen Jurídico de las Administraciones 
Públicas. 

Conjunto de datos Nºtokens Nº types 

Código Civil 129251 9732 
Ley Orgánica de 
Protección de Datos 
Personales y garantía de 
los derechos digitales 

40681 3930 

Ley de Régimen 
Jurídico de las 
Administraciones 
Públicas y del 
Procedimiento 
Administrativo Común 

31613 3849 

Total 201545 17511 

Tabla 1: Textos legislativos para extraer la 
muestra de los actos de habla. 

A continuación, incluimos ejemplos de los 
tres tipos de actos de habla: asertivos, directivos, 
compromisorios junto a la categoría “Otros”. 

Acto de habla Ejemplo 

Asertivo Es preciso ahora que el marco 
que regula el régimen jurídico 
de las Administraciones 
Públicas sea objeto de una 
adaptación normativa expresa 
que lo configure de forma 
armónica y concordante con 
los principios 
constitucionales. 

Directivo Si el recurso se hubiera 
interpuesto ante el órgano que 
dictó el acto impugnado, éste 
deberá remitirlo al 
competente en el plazo de 
diez días, con su informe y 
con una copia completa y 
ordenada del expediente. 

Compromisorio Los poderes públicos velarán 
por los derechos y las 
necesidades de las personas 
que hayan padecido daños 
causados por catástrofes. 

Otros A todos los que la presente 
vieren y entendieren. 

Principios de la potestad 
sancionadora 

Disposición adicional 
decimotercera 

Tabla 2: Ejemplos de enunciados con los tipos 
de actos de habla. 

4.2 Preprocesamiento 

Se ha preprocesado el subcorpus para garantizar 
su calidad en cuanto a formato, codificación, etc. 

En general, los textos procedentes de fuentes 
oficiales como el Boletín Oficial del Estado 
(BOE) garantizan una buena calidad en cuanto a 
formato con poco ruido textual. Por lo tanto, el 
esfuerzo de la depuración ha sido limitado a 
ajustar algunos saltos de líneas y casos puntuales 
de caracteres mal codificados. Se ha utilizado 
Stanza (Qi et al., 2020) para la segmentación de 
oraciones que han constituido la unidad de 
análisis para este trabajo. 
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Cabe destacar que la oración es una unidad de 
análisis sintáctico-semántico, mientras que los 
actos de habla es un fenómeno pragmático que 
pueda coincidir o no con la oración. Esto 
depende del contexto lingüístico y 
extralingüístico. Por esto, el fenómeno 
pragmático puede reflejarse en una o más 
oraciones. No obstante, se ha decidido basarse en 
la oración como unidad mínima de análisis en 
este estudio por razones prácticas de cara al 
procesamiento computacional.  

5 Anotación de los actos de habla 

La anotación es una piedra angular para el 
entrenamiento de modelos de aprendizaje 
supervisado. La calidad de los datos de 
entrenamiento y la coherencia de los criterios 
son factores principales para que el modelo 
aprenda y generalice mejor. Además de servir 
como base para el entrenamiento y la evaluación 
de los modelos de clasificación automática, un 
conjunto de referencia estándar “gold standard” 
es en sí un recurso lingüístico de interés.  

Para garantizar la calidad del conjunto 
anotado, el proceso se ha llevado a cabo en tres 
pasos: 1) extracción de enunciados que 
representan los tipos de actos de habla en 
cuestión, 2) establecimiento de los criterios y la 
anotación manual y 3) validación de la 
anotación. A continuación, describimos 
brevemente cada paso. 

5.1 La extracción de los actos de habla 

Con el corpus preprocesado y segmentado en 
oraciones, se procede a la extracción de 
enunciados para anotar los actos de habla. 

Existen algunos retos a la hora de afrontar la 
tarea de extracción de enunciados que 
representan los tres tipos de actos de habla objeto 
de este estudio.  

Primero, no todas las oraciones contienen los 
tipos de actos de interés (asertivos, directivos y 
compromisorios). Segundo, los actos de habla 
son fenómenos pragmáticos a nivel del 
enunciado que no siempre coincide con el límite 
de la oración. Por lo tanto, la interpretación del 
acto de habla a nivel de oración requiere de un 
conocimiento del contexto extralingüístico por 
parte del anotador. Tercero, la ocurrencia de los 
tres tipos está desequilibrada.  

Por ejemplo, identificar actos de habla 
directivos es más fácil porque son bastante 
frecuentes, mientras que los actos 
compromisorios son menos frecuentes y habría 

que examinar muchos enunciados para localizar 
ejemplos de actos compromisorios. 

Por estos motivos, se ha incluido una cuarta 
categoría “Otros” en la que se contemplan los 
enunciados que no se clasifican bajo ningún tipo 
de los tres tipos de actos señalados. Asimismo, 
se ha recurrido a algunas estrategias para 
aumentar los datos de los actos compromisorios 
para tener una cantidad suficiente a la hora de 
entrenar y evaluar los modelos. 

Los datos anotados se han extraído en 3 
conjuntos sumando un total de 1375 oraciones. 
Los dos primeros conjuntos consisten en 
muestras aleatorias.  

Para el tercer conjunto, se han extraído 
muestras dirigidas de enunciados principalmente 
de tipo compromisorio. Se ha optado por esta 
estrategia para equilibrar esta categoría de cara 
al entrenamiento y la evaluación, ya que esta 
clase se ha quedado infrarrepresentada en las 
muestras aleatorias.  

En la búsqueda dirigida solo aplicada al caso 
de los actos compromisorios, se han extraído 
como posibles candidatos enunciados que 
contengan lemas como “garantizar”, “velar”, 
“derecho”. Sin embargo, es importante señalar 
que no todas las menciones a derechos o 
garantías son necesariamente actos de habla 
compromisorios. Existen varios casos de 
ejemplos en los que no se aplican los criterios de 
actos compromisorios.  

Por este motivo y para evitar 
generalizaciones imprecisas, es necesario tener 
en cuenta estas estrategias.  

Primero, incluir ejemplos negativos donde 
aparecen formas de “velar”, “garantizar” o 
“derecho” sin que se trate de un acto 
compromisorio. Por ejemplo, en el enunciado 
“La Ley recoge esta concepción constitucional 
[...] y fija las garantías mínimas de los 
ciudadanos [...]”, no se trata de un acto 
compromisorio, sino de un acto asertivo que 
describe una realidad sobre la ley.  

Segundo, resolver estos casos ambiguos 
mediante el proceso de anotación manual.  

Tercero, incluir una clase “Otros” para 
aquellos casos en los que no se cumplen los 
criterios de ninguno de los tres tipos (asertivos, 
compromisorios o directivos).  

De esta forma, se garantiza una mejor 
representatividad de la muestra.  

La Figura 1 muestra la distribución en el 
conjunto completo de entrenamiento y 
validación (1075 enunciados) después de 
equilibrar la categoría de actos compromisorios. 
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Del total de 1375, se han descartado 
aproximadamente 50 oraciones porque 
presentaban problemas resultantes del proceso 
de segmentación. Por ejemplo, algunas eran 
solamente un dígito o un fragmento mal 
segmentado de una referencia a una ley por la 
presencia de barras o guiones, etc. 

Figura 1: Distribución de actos de habla en el 
conjunto de entrenamiento y validación (1075 
enunciados). 

De ahí, el total anotado es 1325 enunciados 
con cuatro categorías: actos asertivos, directivos, 
compromisorios u otros. Para el proceso de 
entrenamiento y validación se ha utilizado un 
conjunto de 1075 enunciados. Para la prueba de 
los modelos ya entrenados, se ha utilizado un 
conjunto de 250 enunciados.  

5.2 Criterios de anotación de los actos de 
habla 

Para la anotación manual, se han establecido 
unos criterios para distinguir las tres categorías 
de actos de habla ilocutivos (asertivos, directivos 
y compromisorios) donde la intención es la base 
principal para la clasificación. Los enunciados 
que no se clasifican bajo ninguna de las tres 
categorías, se clasifican con la etiqueta “Otros”. 
Los criterios establecidos incluyen lo siguiente: 

● Asertivos. Se anotan como actos asertivos
las oraciones que definen una realidad o
relatan unos hechos. Este tipo de actos es
común en las disposiciones de una ley. En
un texto de ley, las disposiciones suelen
estar al principio del texto legislativo y
suelen reflejar el contexto y los motivos
por los cuales, se ha elaborado esta ley.

 Directivos. Se anotan como actos
directivos los enunciados cuya
interpretación indica establecer unas
normas, regular ciertas relaciones o
definir competencias. El acto directivo

puede ser directo empleando modalidades 
deónticas como “deber”, “haber de”, 
“estar prohibido”. También el acto 
directivo puede ser indirecto cuando se 
describen unos escenarios hipotéticos 
como “El responsable entregará en el 
plazo de un mes […]”, “la autoridad 
competente convocará”, etc. 

 Compromisorios. Se anotan como actos
compromisorios aquellos enunciados que
reconozcan los derechos y se
comprometan a velar por ellos de forma
directa o indirecta. En los casos directos,
se indica de forma explícita como por
ejemplo “velar por” o “respetando el
derecho”. En los casos indirectos, el texto
de la ley compromete a otros órganos o
agentes indicando que es parte de su
responsabilidad. Por ejemplo: “Es
responsabilidad de […] velar por el
cumplimiento del derecho de igualdad”.

 Otros. En los casos donde no se cumple
ninguno de los criterios establecidos, se
anotan como “Otros”.

 En los casos ambiguos, se recurre al
contexto original de dónde se ha extraído
la muestra para aclarar dudas. Si persiste
la ambigüedad, se da prioridad al acto
directivo teniendo en cuenta su relevancia
en el texto legislativo.

 Casos multi-etiqueta. Los enunciados
que realizan dos acciones se anotan con
los actos correspondientes (multi-
etiqueta). Es decir, si en un enunciado, se
describe una realidad y luego se establece
una norma en el mismo enunciado, se
anotan las dos categorías: el acto asertivo
y el acto directivo.

 Del mismo modo, se anotan con las
categorías directiva y compromisoria los
enunciados donde a la vez se establece una
norma y se reconoce el compromiso por
un derecho. Ejemplo de ello es este
enunciado:

Cada Administración pública 
establecerá los días y el horario en 
que deban permanecer abiertos sus 
registros, garantizando el derecho 
de los ciudadanos a la presentación 
de documentos. 

En total, los enunciados con multi-etiquetas 
representan sólo el 3,4% del conjunto de 
entrenamiento y validación. 
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5.3 Validación de la anotación 

Una vez concluido el proceso de anotación, se 
procede a la validación de las muestras anotadas, 
sobre todo, los casos ambiguos para tomar una 
decisión acerca de su clasificación.  

En un escenario óptimo, la anotación debería 
llevarse a cabo por varios anotadores. Luego, en 
el proceso de validación se calculan los acuerdos 
entre anotadores para proceder a la 
armonización.  

No obstante, en este proyecto, no se ha 
contado con recursos para tener un equipo de 
anotación. La mayoría del proceso se ha 
realizado por un solo anotador, un lingüista 
experto. Por eso, la validación consistía en 
revisar los casos ambiguos y asegurarse del 
cumplimiento de los criterios de una forma 
coherente. 

6 Entrenamiento 

El total de enunciados anotados y validados 
(1325) se han dividido en: 1075 enunciados para 
el entrenamiento y la validación, por un lado y 
250 enunciados como un conjunto de prueba 
final para evaluar los modelos entrenados. Los 
datos anotados y los modelos entrenados se 
encuentran disponibles en el repositorio de 
Github.1  

El primer conjunto de 1075 enunciados se ha 
dividido de forma aleatoria en dos subconjuntos 
de entrenamiento (80%) y validación (20%) 
asegurándose de que: 1) estén representadas 
todas las categorías; 2) los conjuntos de 
entrenamiento y validación sean iguales en todos 
los experimentos para garantizar la 
comparabilidad de los resultados 

6.1 Modelos clásicos de aprendizaje 
automático  

Se han entrenado clasificadores basados en 
modelos clásicos disponibles en la librería de 
scikit-learn como RandomForest u 
OneVsRestClassifier en combinación con 
vectorizadores como Tf-idf o 
HashingVectorizer. Estos modelos tienen la 
ventaja de ser eficientes y requieren pocos 
recursos de cómputo para entrenarse. El 
inconveniente es que dependen de las palabras, 
i.e. el léxico empleado y, por lo tanto, tienen
limitaciones a la hora de generalizar.

1https://github.com/dosamy/SpeechActs-
Legislative-Spanish  

Los mejores resultados se han obtenido 
entrenando un clasificador OneVsRestClassifier 
con un vectorizador Tf-idf obteniendo un f1-
macro de 0,74 y un f1-micro de 0,77 en el 
conjunto de prueba.  

Los actos directivos y compromisorios 
obtuvieron mejores resultados que los actos 
asertivos. En nuestra opinión, esto se debe a: 1) 
los actos directivos son los más frecuentes; 2) los 
actos asertivos, en cambio, son más ambiguos y 
más variados sin rasgos distintivos 
lingüísticamente y 3) los actos compromisorios, 
sí, se caracterizan por el empleo de un léxico 
concreto o patrones más específicos. 

La Tabla 3 muestra los resultados obtenidos 
por este tipo de modelos. No obstante, para una 
evaluación más rigurosa, se ha realizado una 
validación cruzada con 5 y 10 pliegues. Con la 
validación cruzada, los resultados bajan 
significativamente demostrando la limitación de 
estos modelos.  

Modelos clásicos 
Conjunto: Validación 

Precisión Recall f1-score 
Asertivo 0,87 0,38 0,53 

Directivo 0,81 0,87 0,84 

Compromisorio 0,91 0,77 0,83 

Otros 0,76 0,74 0,75 

f1-score micro 0,77 
f1-score macro 0,74 

Validación cruzada 

CV = 5 CV =10 

f1-micro 0,48 0,53 

f1-macro 0,23 0,22 

Accuracy 
(mean) 

0,36 0,42 

Conjunto: Prueba (250 enunciados) 
Asertivo 0,61 0,19 0,29 

Directivo 0,91 0,72 0,84 

Compromisorio 0,70 0,47 0,56 

Otros 0,69 0,62 0,65 

f1-score micro 0,70 

f1-score macro 0,58 

Tabla 3: Resultados del modelo clásico 
OneVsRestClassifier. 
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6.2 Modelos fundacionales basados en 
encoder 

Los grandes modelos fundacionales han 
supuesto un salto cualitativo y cuantitativo en el 
panorama del PLN. Los modelos de tipo 
“encoder” han demostrado una mejora sustancial 
en las tareas de comprensión del lenguaje 
(Natural Language Understanding - NLU).  

La hipótesis inicial considera que basarse en 
este tipo de modelos “encoder” puede suponer 
un avance significativo respecto a los modelos 
clásicos de aprendizaje automático abordados en 
la sección anterior. 

Se han realizado varias rondas de 
entrenamiento para la adaptación fine-tuning de 
dos modelos fundacionales de tipo “encoder”; 
ambos pre-entrenados y adaptados a la lengua 
española: RoBERTaLex y BERT. El primero es 
pre-entrenado con textos del dominio legal, lo 
cual se supone que pueda obtener mejores 
resultados en nuestra tarea. El segundo es pre-
entrenado con textos del dominio general.  

Ambos modelos se han entrenado mediante la 
librería de Transformers en 10 épocas aplicando 
los mismos parámetros (Learning rate=2e-5, 
batch_size=8, weight) en un ordenador con 
CPU.  

Las Tablas 4 y 5 muestran los resultados 
obtenidos por RoBERTaLex y Distil-BERT. 

Modelos fundacionales encoder: RoBERTaLex 
Conjunto: Validación 

Precisión Recall f1-score 
Asertivo 0,75 0,73 0,74 

Directivo 0,89 0,92 0,90 

Compromisorio 0,92 0,92 0,92 

Otros 0,86 0,88 0,87 

f1-score micro 0,86 

f1-score macro 0,86 

Conjunto: Prueba (250 enunciados) 

Asertivo 0,59 0,47 0,52 

Directivo 0,95 0,83 0,88 

Compromisorio 0,82 0,60 0,69 

Otros 0,65 0,96 0,78 

f1-score micro 0,78 

f1-score macro 0,72 

Tabla 4: Resultados del modelo RoBERTaLex. 

Los resultados de RoBERTaLex como un 
modelo fundacional pre-entrenado en el dominio 

legal superan significativamente los modelos 
clásicos alcanzando un f1-score micro de 0,86 y 
un f1-score macro de 0,86 en el conjunto de 
validación, y 0,78 y 0,72 respectivamente en el 
conjunto de prueba. 

Por otro lado, se ha replicado el mismo 
proceso de adaptación “fine-tuning” con el 
modelo BERT pre-entrenado para la lengua 
española. 

Modelos fundacionales encoder: BERT 
Conjunto: Validación 

Precisión Recall f1-score 
Asertivo 0,71 0,69 0,70 

Directivo 0,90 0,94 0,92 

Compromisorio 1,00 0,88 0,94 

Otros 0,85 0,85 0,85 

f1-score micro 0,87 

f1-score macro 0,85 

Conjunto: Prueba (250 enunciados) 

Asertivo 0,55 0,47 0,50 

Directivo 0,96 0,83 0,89 

Compromisorio 0,92 0,80 0,86 

Otros 0, 64 0,89 0,74 

f1-score micro 0,78 

f1-score macro 0,75 

Tabla 5: Resultados del modelo BERT. 

Las diferencias entre los modelos 
RoBERTaLex y BERT son sutiles. Los resultados 
obtenidos por BERT son mejores, pero es una 
diferencia mínima. En este sentido, es un 
resultado inesperado, ya que la hipótesis inicial 
suponía que el modelo de RoBERTaLex 
obtendría los mejores resultados al estar 
adaptado al dominio legal en español. No 
obstante, esta ventaja no ha supuesto una 
diferencia significativa en la tarea en cuestión. 

Por otro lado, es evidente que la tarea sigue 
suponiendo cierta dificultad, sobre todo en los 
actos asertivos por su gran variedad y por su 
difícil distinción de otros tipos de actos.  

Pese a ello, cabe destacar que los modelos 
pre-entrenados han supuesto una mejora 
significativa respecto a los modelos clásicos, 
sobre todo en la cobertura.  

No obstante, los resultados empeoran en el 
conjunto de prueba, lo cual podría indicar que los 
modelos no generalizan lo suficientemente bien 
y requieren más datos de entrenamiento. 
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6.3 Pruebas con modelos fundacionales 

generativos basados en decoder 

Por último y dado el gran éxito que están 

teniendo los modelos fundacionales generativos, 

se ha realizado una prueba con el modelo 

GPT3.5 siguiendo una instrucción con 5 

ejemplos (5-shot prompting) a través del interfaz 

conversacional ChatGPT. 

Estos modelos están entrenados para realizar 

varias tareas de forma genérica, por lo tanto, 

utilizarlos en dominios y tareas específicas 

requiere una adaptación o bien mediante un 

proceso de “fine-tuning” del modelo o bien a 

través de una serie de instrucciones “prompting”. 

La adaptación “fine-tuning” es costosa porque 

supone una modificación de los parámetros del 

pre-entrenamiento y requiere de procesadores 

gráficos (GPU) y grandes capacidades de 

cómputo. La adaptación mediante instrucciones 

es más viable, pero ofrece resultados poco 

precisos. 

Para la prueba realizada, se ha creado una 

instrucción con 5 ejemplos y se ha introducido 

esta instrucción a través del interfaz de diálogo 

ChatGPT. En la instrucción, se le ha indicado al 

modelo el objetivo de la tarea y las clases a tener 

en cuenta2.  

Se ha introducido el conjunto de prueba 

formado por 250 enunciados y se han calculado 

las métricas de los resultados obtenidos por GPT 

3.5. Con 5 ejemplos y sin un proceso de 

adaptación es difícil que un modelo generativo 

realice una tarea tan específica en un dominio tan 

concreto como el legislativo. Pese a ello, en los 

actos directivos, la categoría más frecuente, el 

modelo GPT 3.5 ha alcanzado un f1-score de 

0.70. 

ChatGPT 3.5 - Conjunto: Prueba 

f1-score micro 0,56 

f1-score macro 0,48 

Tabla 6: Resultados de ChatGPT 3.5 (5-shots). 

7 Conclusiones 

El problema de clasificación al que nos 

enfrentamos en este estudio es un problema 

multi-etiqueta y multiclase de una dimensión de 

cuatro clases. Es un problema complejo a nivel 

lingüístico por la ambigüedad de algunos actos. 

2
La instrucción está disponible en el repositorio de 

Github. 

Los resultados obtenidos con modelos que 

representan el estado del arte son bastante 

satisfactorios (0,87 de f-score) aunque dejan un 

margen de mejora.   

A nuestro modo de ver, los retos que supone 

la tarea se resumen en lo siguiente: 

 Es una tarea que se basa principalmente en

un criterio pragmático, i.e. la intención del

emisor, que va más allá del texto. A pesar

de que el emisor en el texto legislativo es

una autoridad competente que suele seguir

un estilo de lenguaje normalizado, el hecho

de que se trate de la interpretación de la

intención puede ser un reto, incluso para la

anotación humana.

 La segmentación y la variabilidad de la

extensión de los enunciados es otro factor

que puede suponer un reto porque a veces

se trata de enunciados cortos y otras veces

se trata de enunciados extensos y

complejos.

 Los enunciados que se clasifican con más

de una etiqueta es otro reto por su

complejidad conceptual y porque solo

representan un porcentaje limitado que no

alcanza el 5%.

 A modo de conclusión, los resultados

obtenidos son satisfactorios, pero para una

mejora, es necesario ampliar el conjunto de

datos de entrenamiento para incluir más

casos de multi-etiqueta, de actos asertivos y

de actos compromisorios.

Por otro lado, una línea de mejora es la 

adaptación de un modelo generativo como 

Llama 2 o GPT 4.0. No obstante, es un proceso 

que requiere de mayores recursos de cómputo. 

Por último, con este estudio se abre una línea 

de investigación para evaluar la utilidad de 

incluir este tipo de clasificadores en algunos 

servicios y productos. Sistemas de preguntas-

respuestas, generación de resúmenes, 

simplificación de textos legislativos son 

ejemplos de soluciones que pueden beneficiarse 

de la clasificación como un paso relevante para 

mejorar el resultado final. 
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Abstract: Automatic text evaluation metrics are widely used to measure the per-
formance of a Natural Language Generation (NLG) system. However, these metrics
have several limitations. This article empirically analyses the problem with current
evaluation metrics, such as their lack of ability to measure the semantic quality of a
text or their high dependence on the texts they are compared against. Additionally,
traditional NLG systems are compared against more recent systems based on neural
networks. Finally, an experiment with GPT-4 is proposed to determine if it is a
reliable source for evaluating the validity of a text. From the results obtained, it can
be concluded that with the current automatic metrics, the improvement of neural
systems compared to traditional ones is not so significant. On the other hand, if we
analyse the qualitative aspects of the texts generated, this improvement is reflected.
Keywords: Natural Language Generation, evaluation metrics, NLG architectures,
language models.

Resumen: Las métricas automáticas de evaluación de texto se utilizan amplia-
mente para medir el rendimiento de un sistema de Generación de Lenguaje Natural
(GLN). Sin embargo, estas métricas tienen varias limitaciones. Este art́ıculo pro-
pone un estudio emṕırico donde se analiza el problema que tienen las métricas de
evaluación actuales, como la falta capacidad que tienen estos sistemas de medir la
calidad semántica de un texto, o la alta dependencia que tienen estas métricas so-
bre los textos contra los que se comparan. Además, se comparan sistemas de GLN
tradicionales contra sistemas más actuales basados en redes neuronales. Finalmente,
se propone una experimentación con GPT-4 para determinar si es una fuente fiable
para evaluar la calidad de un texto. A partir de los resultados obtenidos, se puede
concluir que con las métricas automáticas actuales la mejora de los sistemas neu-
ronales frente a los tradicionales no es tan significativa. En cambio, si se analizan
los aspectos cualitativos de los textos generados, si que se refleja esa mejora.
Palabras clave: Generación de Lenguaje Natural, métricas de evaluación, arqui-
tecturas de generación, modelos de lenguaje.

1 Introduction

Natural Language Generation (NLG) is a
sub-field within the Natural Language Pro-
cessing (NLP) field that has rapidly evolved
in recent years, attracting the interest of the
scientific community (Ji et al., 2023). Its
evolution and the subsequent advancements
have provoked a change in the NLG archi-
tectures paradigm, going from architectures
that split the generation of language into dif-
ferent sub-tasks to architectures that perform
all the generation in just a single task (Gatt
and Krahmer, 2018). Two breakthroughs can

be highlighted to understand this paradigm
shift. On the one hand, the development of
deep learning methods improved the state of
the art of NLG, generating more coherent
and natural text by capturing complex lan-
guage patterns and context (Gatt and Krah-
mer, 2018). On the other hand, the proposal
of the Transformers architecture (Vaswani
et al., 2017) increased considerably the per-
formance of the models, thanks to its self-
attention mechanism.

However, these developments have not
been reflected in the automatic evaluation of
texts. Evaluating the quality of NLG sys-
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tems’ output still remains a challenge (Dong
et al., 2023). There is a lack of standard
automated evaluation metrics, as the tradi-
tional metrics such as BLEU (Papineni et al.,
2002), ROUGE (Lin, 2004), OR SPICE (An-
derson et al., 2016) tend not to correlate well
with human judgements (Khapra and Sai,
2021). Most of these metrics rely on com-
paring a candidate sentence to one or several
target sentences, based on a feature overlap
(i.e., words or fragments). Thus, the result-
ing score for the candidate sentence largely
depends on how it aligns with the reference
sentence (Tang et al., 2023).

This issue can be accentuated in some
tasks where the output can vary in content
and does not need to follow a predefined
structure. Therefore, these texts can also
be valid, although quite different from the
target sentences. For instance, consider the
CommonGen task (Lin et al., 2020), where
the model is given a tuple of words and a
sentence that incorporates all those words
must be generated. Then, that generated
sentence is compared against a set of target
sentences. In this task, there can be vari-
ous candidate sentences that can be valid, al-
though they differ from the target sentences.
Consequently, when relying on classical eval-
uation metrics, a model that produces such
different sentences might be penalised, even
though the generated sentence is both syn-
tactically and semantically correct. Figure 1
shows an example of the CommonGen task,
for different models.

To address this, researchers have explored
the hypothesis that Large Language Mod-
els (LLMs) can exhibit strong correlations
with human judgements, being a more suit-
able approach for evaluating text (Tang et
al., 2023). In this line, novel metrics based
on LLMs have been proposed, including
BARTScore (Yuan, Neubig, and Liu, 2021)
and GPTScore (Fu et al., 2023). However,
despite efforts to find more suitable metrics,
the most popular metrics to evaluate text are
still the traditional evaluation metrics.

Given the issues that may arise when eval-
uating NLG models, this paper aims to em-
pirically analyse and compare different evalu-
ation metrics in the context of a relatively re-
cent task, commonsense generation. Comon-
sense generation is the task of reasoning
about the commonsense while generating co-
herent text. This task can favour the gener-

ation of texts that are not only correct but
also diverse, as including commonsense in the
generation can produce multiple valid out-
puts while being semantically different (Yu
et al., 2022). Specifically, this work focuses
on the CommonGen shared task, previously
mentioned. Sentences will be generated us-
ing different NLG architectures (traditional
and recent) and evaluated based on differ-
ent metrics during the experimentation. Our
goal is to address the following three research
questions: (1) Which type of NLG architec-
tures perform best for commonsense genera-
tion? (2) How good are the generated sen-
tences of the best-performing system from a
qualitative perspective? (3) To what extent
can LLMs-based tools, such as ChatGPT, be
a good alternative or complement to auto-
matic evaluation metrics?

2 Related Work

2.1 NLG Architectures

The first NLG works date from the decade
of 1970 (McDonald, 2010). Since that time,
numerous NLG approaches have been pro-
posed, and they can be broadly categorised
into three distinct groups according to their
architecture (Gatt and Krahmer, 2018):

• Modular architectures: This group of ap-
proaches considers language generation
as a process of three well-differentiated
stages. (1) Macroplanning, which in-
cludes all the tasks that select what in-
formation should be included in the gen-
erated text, (2) Microplanning, which in-
cludes all the tasks related to the pars-
ing of that information, selecting how to
say the information selected previously
and (3) Realisation, which perform the
tasks of generating the selected informa-
tion by applying the correct syntactical
and grammatical rules. Reiter proposed
the standard architecture of this group
(Reiter, 1994), consisting of a sequential
pipeline of those previously mentioned
stages. Other examples of this architec-
ture can be found in (Mann and Moore,
1981), (Hovy, 1987), (Levelt, 1989), and
(Nirenburg, Lesser, and Nyberg, 1989).

• Planning perspectives: This group of ap-
proaches still considered language gener-
ation as a process of different stages, but
they needed a smaller number of tasks
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Figure 1: Ilustrative example of the CommonGen task.

to perform the generation. Some exam-
ples of approaches within this group are:
(Appelt, 1985), (Bateman, 1997),(Koller
and Stone, 2007), (Rieser and Lemon,
2009), (Nakatsu and White, 2010) and
(Lemon, 2011).

• Global approaches: This group is the
most predominant in recent years. They
do not distinguish between tasks, per-
forming the generation process in one
step. An important architecture in
this group is the Transformers proposed
by (Vaswani et al., 2017), which sig-
nificantly improved the performance of
the NLP field with the concept of self-
attention. Other research works us-
ing alternative architectures to Trans-
formers are: Graph Neural Networks
(Scarselli et al., 2008), Generative Ad-
versarial Nets (Mirza et al., 2014),
Recurrent Neural Networks (Sutskever,
Vinyals, and Le, 2014), and Memory
Networks (Sukhbaatar et al., 2015).

2.2 Commonsense Generation

The task we want to focus on in this em-
pirical analysis is the commonsense genera-
tion; therefore, we will briefly describe and
contextualise it. LLMs tend to base their
predictions on the likelihood of relationships
between words, so they lack a fundamen-
tal characteristic in human communication,
the commonsense. Commonsense knowledge
refers to the information that is widely ac-
cepted in everyday life (Bhargava and Ng,
2022). Integrating commonsense knowledge
in the human language has been recognised
as an important and challenging task in the
NLG field (Wang et al., 2021), as there is
a need to enhance the capability of NLG
systems of integrating it in their outputs.
Therefore, some shared tasks have been pro-
posed to advance the state of the art of

the commonsense generation. In the Avic-
cenna (Aghahadi and Talebpour, 2022) task,
a model is provided with two premises con-
taining a syllogistic relation. The objective
is to generate a conclusion that completes
that relation. Integrating commonsense in
keyword-to-text task have also been studied.
For instance, SituatedGen task (Zhang and
Wan, 2024) involves generating a pair of con-
trastive sentences, given a group of concepts
that includes temporal or geographical en-
tities. CommonGen (Lin et al., 2020) and
C2Gen (Carlsson et al., 2022) tasks consist
of generating a logical sentence describing an
everyday scenario given a set of words. Ad-
ditionally, the C2Gen task also gives as input
a context to which the generated text has to
adhere.

2.3 NLG Evaluation Metrics

To evaluate NLG systems is essential to be
able to compare and monitor the advance-
ments in the field. While human evaluators
would be the most accurate, this type of eval-
uation is usually impractical due to the tem-
poral and economic cost it involves. Conse-
quently, automatic evaluation metrics can be
a viable alternative (Khapra and Sai, 2021).
In that line, rule-based metrics have been
used for many years, and widely adopted
for evaluating different NLG tasks (Sai, Mo-
hankumar, and Khapra, 2022). These met-
rics tend to evaluate the quality of a text by
comparing it against a reference text based
on features such as words, characters or em-
bedding. Word-based metrics are the most
employed, measuring the word overlapping
between a candidate sentence and a reference
sentence. This group include metrics such
as BLEU (Papineni et al., 2002), ROUGE
(Lin, 2004), METEOR (Banerjee and Lavie,
2005), CIDEr (Vedantam, Lawrence Zitnick,
and Parikh, 2015), or SPICE (Anderson et
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al., 2016). Character-based metrics tend to
align better with morphologically rich lan-
guages comparing the characters of a text in-
stead of the words. Extended Edit Distance
(Stanchev, Wang, and Ney, 2019) or chrF
(Popović, 2015) are metrics from this group.
Finally, embedding-based metrics capture
better the semantic similarity in some con-
texts, by comparing the similarity between
the embeddings. Some metrics within this
group are: MEANT (Lo, Tumuluru, and Wu,
2012), BERTscore (Zhang et al., 2020), and
Word Mover-Distance (Kusner et al., 2015).
Other recent types of approaches have stud-
ied to use of LLMs to evaluate semantic sim-
ilarity, usually with a higher correlation with
human evaluation from a deep semantic per-
spective. Some works have explored the ac-
curacy of using ChatGPT as an NLG evalu-
ator (Wang et al., 2023). Inside this group
of approaches some metrics have been pro-
posed, e.g. BARTScore (Yuan, Neubig, and
Liu, 2021) and GPTScore (Fu et al., 2023)
that use BART or GPT models to evaluate
the generated text.

3 CommonGen Task

We are going to compare the performance
of different NLG architectures and study the
suitability of some state-of-the-art metrics in
the CommonGen task1 (Lin et al., 2020).
The objective is to create a coherent sentence
describing an everyday situation using a set
of given concepts. This task assesses both
the capacity to apply commonsense knowl-
edge and the ability to generalise when work-
ing with unfamiliar combinations of concepts.

CommonGen released a dataset to address
this task, split into three subsets: training,
validation and testing. For every set of con-
cepts, several target sentences are provided.
Table 1 shows the total number of concept
sets and target sentences for each subset.

Corpus Train Dev Test

Concept sets 32 651 993 1 497
Target sentences 67 389 4 018 N/A

Table 1: Commongen Dataset distribution.

To train our models we used the train sub-
set. As reference sentences in the test subset

1This task can be accessed on
https://inklab.usc.edu/CommonGen/index.html.

are not available, to test the models’ perfor-
mance we used the evaluation subset.

4 Experimental Setup

To analyse the efficacy of diverse NLG auto-
matic evaluation metrics, we have formulated
a meticulously controlled scenario where the
generated text can be evaluated. This sce-
nario centres around addressing the research
questions outlined in Section 1.

4.1 NLG Models

We wanted to compare the performance of
classical architectures against the recent ar-
chitectures; thus, we selected three different
models (one modular architecture and two
global approaches) to conduct the experimen-
tation. We omitted to explore planning per-
spective architectures, which share similari-
ties with modular architectures. The key dis-
tinction lies in the varying number of steps
addressed during generation.

The first model we tested is SimpleNLG2

(Gatt and Reiter, 2009), which handles the
final step of language generation in the tra-
ditional modular NLG architecture, surface
realisation. It is one of the most popu-
lar traditional NLG systems, and due to
its popularity, it has been adapted to other
languages, such as German (Braun et al.,
2019), Mandarin (Chen, van Deemter, and
Lin, 2018), Spanish (Ramos-Soto, Janeiro-
Gallardo, and Bugaŕın, 2017) or Gali-
cian (Cascallar-Fuentes, Ramos-Soto, and
Bugaŕın Diz, 2018). Since we already knew
what information to incorporate into the fi-
nal text (specifically, the concepts among the
concept set), we followed an overgeneration
and ranking strategy to obtain the syntactic
representation. We first systematically gen-
erated all the possible sentence combinations
of the three concepts. Then, these combi-
nations were passed to SimpleNLG to per-
form the generation. Finally, we evaluated
and ranked the resulting sentences accord-
ing to Rouge L (Lin, 2004) against the tar-
get sentences on the evaluation set to obtain
the most suitable candidate sentence with a
higher score.

The second model we used was trained us-
ing a fine-tuning strategy from a T5 model
(Raffel et al., 2020). T5 is a pre-trained neu-
ral model that follows an encoder-decoder

2This API is available at
https://github.com/simplenlg/simplenlg.
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architecture. This model can perform well
on various NLG tasks, by adding a prefix
to the input. Furthermore, this model has
shown great results on concept-to-text tasks
(Roos, 2022), similar to the CommonGen
task. We fine-tuned a T5-small pre-trained
model, adding the tag “CommonGen:” be-
fore every input concept-set. Table 2 shows
the hyperparameter configuration we used to
perform the training.

Parameters Values

Number train epochs 4
Batch size 16
Dropout 0.1
Learning rate 1e− 4
Weight decay 0

Table 2: T5 fine-tuning hyperparameters.

The last model we tested was
RMT (Zhang et al., 2023). We re-
produced the model available at
https://github.com/littlehacker26/
Residual Memory Transformer because
it showed promising results in addressing the
CommonGen task and was publicly avail-
able. This model passes the probabilities
of a GPT-2 decoder (Radford et al., 2019)
to an encoder-decoder architecture with the
novelty that this architecture incorporates
three attention layers in the decoder, obtain-
ing the last hidden states from the GPT-2
decoder, and the RMT encoder.

4.2 Metrics

We used different metrics to measure the per-
formance of the aforementioned models. On
the one hand, as CommonGen is a shared
task with a leaderboard3, we employed the
same metrics as the leaderboard. This al-
lowed us to somehow compare our results
with those obtained by other participants.
However, it is important to note that com-
petitors’ results were evaluated using the test
subset (not publicly available), whereas the
results from our experimentation are based
on the evaluation subset, so a direct compar-
ison is not possible. Those metrics are:

• BLEU (Papineni et al., 2002): This
metric is commonly employed for ma-
chine translation tasks. It quantifies the
word overlap between a candidate sen-
tence and a target sentence, resulting in

3Leaderboard is available at
https://inklab.usc.edu/CommonGen/leaderboard.html.

a score between 0 and 1. A higher value
indicates greater similarity between the
candidate sentence and the target sen-
tence. In the CommonGen task, gen-
erated sentences were evaluated using
BLEU 4. That means that it is calcu-
lated the precision of the word overlap-
ping performs at a 4-gram level. This
metric is configurable, making it possi-
ble to calculate the precision at 3-gram,
2-gram, and 1-gram level.

• CIDEr (Vedantam, Lawrence Zitnick,
and Parikh, 2015): This metric was pro-
posed to address the evaluation of image
captioning4. Specifically, it evaluates the
agreement between a candidate and a
target sentence. To do so, first, per-
form the stemming of all words for both
candidate and target sentence. Then,
it measures the co-existence frequency
of n-grams for both sentences, comput-
ing the weight for each n-gram using the
Term Frequency Inverse Document Fre-
quency (TF-IDF). Finally, it combines
the scores of the different n-grams.

• SPICE (Anderson et al., 2016): This
metric is commonly used on image cap-
tioning tasks as well. It measures the
similarity between two sentences using
the scene graph tuples parsed from the
candidate sentence and the target sen-
tences. Spice is computed based on the
F1-Score between the tuples of candi-
date sentences and target sentences.

Moreover, to have a wider vision of the
obtained results, we employed several addi-
tional metrics. These are:

• Cosine Similarity : This measurement
quantifies the similarity between two
non-zero vectors in an inner product
space (Han, Kamber, and Pei, 2012). To
do so, Candidate and target sentences
are converted into a vector. Then, the
cosine of the angle between these vectors
is applied, resulting in a value ranging
from -1 (indicating opposite directions)

4Target sentences from the CommonGen dataset
are extracted from image captioning datasets, and
therefore, they consider that is more convenient to
use metrics focused on image captioning tasks as they
usually assume system generations and human refer-
ences use similar concepts, and thus focus on evaluate
the associations between mentioned concepts.
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to 1 (representing highly similar direc-
tions). This metric can lead to more
accurate results when comparing texts
of varying sizes because it considers the
angle between vectors in a dimensional
space. (Guo, 2022) validates the suit-
ability of cosine similarity to address the
textual similarity evaluation.

• ROUGE (Lin, 2004): Originally, this
metric was proposed to address text
summarisation tasks. Despite its nature,
ROUGE is one of the most employed
metrics in NLG to measure the n-gram
lexical overlap between the candidate
and target sentences (Zhu and Bhat,
2020). ROUGE calculates the recall
score of the candidate sentence corre-
sponding to the target sentence. Specif-
ically, Rouge-L identifies the longest co-
occurring in sentence n-grams.

• Flesch Reading Ease (Kincaid et al.,
1975): The evaluation criterion con-
sists of determining how easy some-
thing is to read. Specifically, shorter
words and shorter sentences will be eas-
ier to read. In the CommonGen task
generated sentences should be dramat-
ically simple and describe an everyday
scenario. Thus, generating sentences
should be easy to read. This metric pro-
duces a value between 0 and 121, being
easier to read the higher the value is.
In our experimentation, the results ob-
tained within this metric are normalised
in a range from 0 to 1.

• BERTScore (Zhang et al., 2020): This
metric evaluates the quality of a text
by performing the sum of cosine sim-
ilarities between candidate and target
sentences. Specifically, BERTScore ob-
tains the contextual embeddings of those
candidates and target sentences from
BERT and calculates the cosine simi-
larity across their tokens. This metric
shows to correlate better with human
judgements on sentence-level evaluation.

5 Results and Discussion

Within this section, we will expose the results
obtained in our experimentation, analysing
them in detail.

5.1 CommonGen Leaderboard
Results

Firstly, to provide a brief background of
the overall results obtained in the Common-
Gen task, we selected some of the models
participating in it. Specifically, the follow-
ing models are selected to report their per-
formance according to their official results5:
The best-performing model of the competi-
tion, DKMR2 (He et al., 2022). The worst-
performing model of the competition, a fine-
tuning of a T5-base model (Raffel et al.,
2020). A model with intermediate results, a
fine-tuning of a T5-large (Raffel et al., 2020).
Table 3 shows the results obtained by these
models on the test set.

Model SPICE CIDEr BLEU 4

DKMR2 0.5243 0.3764 0.4649
T5-Large 0.2885 0.1512 0.3196
T5-Base 0.1987 0.0940 0.1854

Table 3: CommonGen leaderboard results.

Although DKMR2 is the top-performing
model, it achieves discrete results across
these metrics. Its highest score, 0.5243, is
in the SPICE metric. However, DKMR2
significantly outperforms both T5-Large and
T5-Base, nearly doubling their performance
in all three metrics (SPICE, CIDEr, and
BLEU).

Another aspect that needs to be taken
into account is that these metrics seem to be
aligned with the expected results achieved by
these models. T5-Base obtains lower results
compared to its larger version, T5-Large.
This means that metrics are performing as
expected for the entire test set.

5.2 NLG Architectures Results

This subsection aims to answer the research
question: Which type of NLG architectures
perform best for commonsense generation?
To test the metrics evaluation effectiveness,
we trained and reproduced the models ex-
plained in Section 4.1. With the models out-
lined in Section 4.1 we generated the sen-
tences for the whole evaluation set, as that
set contained a collection of target sentences
to compare with. Table 4 shows the results
obtained for the different metrics studied in
this research work.

5https://inklab.usc.edu/CommonGen/.
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Model SPICE CIDEr BLEU 1 ROUGE-L Readability Cosine BERTScore

SimpleNLG 0.183 0.059 0.129 0.310 0.139 0.374 0.900
T5-Small 0.256 0.109 0.600 0.444 0.215 0.287 0.914
RMT 0.215 0.024 0.371 0.345 0.343 0.302 0.889

Table 4: Results obtained by the experimented models.

T5-Small achieves the best results of the
three tested models with the metrics used in
the competition, SPICE, CIDEr, and BLEU.
They are based on a word, or character over-
lapping among the candidate and the refer-
ence texts. In the same line, BERTScore and
ROUGE-L also measure the embedding and
word overlapping of both texts respectively.
Consequently, they produce the same score,
being T5-Small the best-performing model.
Nonetheless, when comparing the cosine sim-
ilarity of the target text against reference
texts, SimpleNLG achieves a better score, as
this metric does not penalise the length dif-
ference between texts. That means a shorter
sentence could obtain a good score in this
metric. Furthermore, the best score on the
readability metric is obtained by the RMT
model. That could indicate that sentences
generated by RMT use a simpler vocabulary.

Otherwise, although the testing set was
different from the test set evaluated in
the competition, the results achieved by
our experimented models are far from the
best-performing model in the competition,
DKMR2. However, when comparing with
the other two selected models (T5-Base and
T5-Large), the results are not as far. T5-
Small scores 0.256 and 0.109 in the SPICE
and CIDEr metrics respectively, while T5-
Large obtains 0.288 and 0.151 in these met-
rics. That indicates, that the results are
aligned with what is expected, being a little
superior to the results obtained by a larger
model. Differently, the results obtained by
SimpleNLG —a traditional surface realisa-
tion engine— (0.183 and 0.059 in SPICE and
CIDEr respectively), are relatively close to
the results obtained by T5-Base (0.1987 and
0.0940), a model that follows a Transformer
architecture, being SimpleNLG easier to use
and less costly to train than T5.

In general, neural models (T5-Small and
RMT) have performed better than a tra-
ditional architecture (SimpleNLG). Among
both neural models, the best results are
achieved by the T5-Small model, which ac-
cording to our experiments and results, may

be the most appropriate model to use for
commonsense generation. Nevertheless, the
improvement just by using these metrics is
not as significant as the computing expense
these models consume against a traditional
architecture. Notwithstanding, analysing the
performance of these models just by evaluat-
ing the generated sentences globally with au-
tomatic metrics might be not enough to be
able to compare that improvement. There-
fore, we will show a more detailed analysis.

5.3 Qualitative Analysis

Within this section, the research question we
want to answer is: “How good are the gen-
erated sentences of the best-performing sys-
tem from a qualitative perspective?”. For
this, we conducted a manual analysis of the
entire set of sentences generated by Sim-
pleNLG, T5-Small, and RMT models. Sen-
tences generated with SimpleNLG tend to be
a short combination of three concepts. In
contrast, sentences generated by T5-Small
and RMT are syntactically correct sentences,
but sometimes they are semantically not ac-
curate. However, they often repeat informa-
tion within the same sentence.

To analyse those results deeply, we se-
lected several examples of the generated sen-
tences for different concept sets to make a de-
tailed qualitative and human analysis. This
selection was made based on the model with
better results from the previous quantita-
tive analysis, conducted in Section 5.2, i.e.,
T5-Small. To illustrate its qualitative per-
formance, we selected a semantically correct
sentence, a sentence that contained a frag-
ment that was nonsensical, and a sentence
which has no semantically correct fragments.
Then, we selected the corresponding sen-
tences of the same concept set in the other
two models, SimpleNLG and RMT. Figure 2
shows the selected concept set and the sen-
tence each model has generated for that col-
lection of words.

As can be seen, the generated sentences
by SimpleNLG are short and formed just
by combining the words of the concept set.
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Lie looks bed.

Target 
sentence

Generated 
sentence

 [bed, lie, look]

Concept Set

He looks at the clock while lying in bed.

It was scary for the girl to lie on the bed 
without taking a look under it.

The baby lies on a bed and looks at the 
camera while his mother looks on and 

gives him a look of lies.

A woman is lying on a bed and looking 
at the camera.

SimpleNLG

T5-Small

RMT
Exhausted, she looks forward to lying 
down in bed for the night.

good looking family lying on a bed.

Stand hands pocket.

 [hand, pocket, 
stand]

A girl was standing with her hands in her 
pocket.

When I stand around, I have my hand in 
my pocket.

The man standing in the pocket is making 
a hand gesture with his left hand and 

stands in a pocket.

A man standing in a pocket with his hand 
in the middle of a pocket.

The boy has his hands in his pocket as 
he stands at he bus stop.

Standing, someone 's hand reaches into 
his pocket.

Meal prepares eat.

 [eat, meal, 
prepare]

A child eats a meal her mother prepares.

The chef prepared a meal for the 
customer to eat.

The man is preparing to eat a meal 
prepared for a group of people preparing 

to go out to eat.

A man is eating a meal and preparing it 
for the meal. People preparing to eat a meal.

She is to bounce the ball a hundred 
times I 2 minutes.

SimpleNLG

T5-Small

RMT

SimpleNLG

T5-Small

RMT

Figure 2: Results obtained for selected tuples.

These sentences are neither semantically nor
syntactically correct, and a major part of the
generated sentences by this model are non-
sensical. In contrast, sentences generated
by T5-Small are syntactically well formed
and in most cases, they include commonsense
knowledge. However, there are fragments
in those sentences that are semantically in-
correct, as the example “A man is eating a
meal and preparing it for the meal.” that the
first part of the sentence, (a man is eating
a meal) do not correlate well with the sec-
ond part (preparing it for the meal). Finally,
sentences generated by RMT are also gen-
erally syntactically correct. Even so, they
tend to repeat already said information in
the generated sentence, e.g. the sentence
“The man standing in the pocket is making a
hand gesture with his left hand and stands in
a pocket.” repeats the information that the
man is standing in a pocket. Moreover, some
of these sentences are also nonsensical, such
as the fragment “gives him a look of lies”.

Table 5 shows the results obtained in the
NLG evaluation metrics for the aforemen-
tioned generated sentences. For the first con-
cept set, “[bed, lie, look]”, the model that
better results achieves in most metrics is
T5, as the sentence generated by it is bet-
ter formed in terms of semantic and syn-
tactic quality. Nevertheless, RMT and Sim-
pleNLG sentences obtain better scores than
T5 on the SPICE and BERTScore metrics,
despite they are nonsensical. This suggests

that these metrics may not be fully effective
for evaluating this sentence.

Results obtained for the second concept
set, “[hand, pocket, stand]” reveal a diver-
gence among the generated sentences. While
SPICE, BLEU 1, and ROUGE L favour the
sentence produced by T5, Cosine Similar-
ity, readability and BERTScore indicate that
the RMT-generated sentence is better. Upon
closer analysis, both sentences exhibit cor-
rect syntax, but the sentence generated by
RMT redundantly reiterates information al-
ready present in the sentence. So, this sen-
tence is considered semantically worse than
the sentence generated by T5.

Finally, all metrics suggest that the sen-
tence generated by RMT achieves the best
performance on the third concept set, “[eat,
prepare, meal]”. Nonetheless, all the sen-
tences are semantically inaccurate. Sim-
pleNLG’s generated sentence comment that
a meal prepares to eat when that is not pos-
sible. In this respect, it is worth noting that
sentences generated by SimpleNLG were con-
figured to be in present tense only for sim-
plicity reasons, as it would be very difficult
to know a priori which verb tense would be
more appropriate for each sentence for each
given set of concepts. However, if this in-
formation was known, it would be possible
to configure SimpleNLG to adjust the sen-
tence to a specific tense, so in this example,
the same sentence put in passive voice “Meal
is prepared to eat” would be correct. T5’s
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Concept set Model SPICE BLEU 1 Rouge-L Readability Cosine BERTScore

[bed, lie,
look]

SimpleNLG 0.133 0.264 0.306 0.167 0.293 0.896
T5-Small 0.105 0.500 0.405 0.232 0.348 0.893
RMT 0.154 0.391 0.311 0.159 0.254 0.895

[hand,
pocket,
stand]

SimpleNLG 0.095 0.189 0.280 0.226 0.323 0.876
T5-Small 0.133 0.471 0.389 0.265 0.322 0.905
RMT 0.129 0.450 0.310 0.315 0.368 0.908

[eat,
meal,
prepare]

SimpleNLG 0.143 0.368 0.336 0.226 0.374 0.909
T5-Small 0.105 0.429 0.344 0.240 0.253 0.921
RMT 0.211 0.500 0.482 0.366 0.368 0.928

Table 5: Results obtained for the selected concept sets.

sentence contains the actions of eating and
preparing a meal at the same time when that
action can not be taken simultaneously. Fi-
nally, RMT’s sentence mentions that a man
is eating a meal prepared for another group
of people. This sentence is not completely
semantically wrong but is difficult to under-
stand. It also repeats some information, the
action of preparing to eat, so this issue af-
fects the quantitative results obtained by this
sentence that may increase. One aspect to
remark on within this concept set is that a
confusing sentence such as the one generated
by RMT, obtains the best score on the read-
ability score, suggesting that this metric may
be not accurate in this generation context.

Generally speaking, since almost all the
evaluation metrics highly rely on the target
sentences with which the generated sentences
are compared, the best option to be confi-
dent in the quantitative results achieved by
a model is to compare different metrics and
check the correlation among them, not for-
getting the qualitative evaluation of the gen-
erated sentences as well. As shown in our
empirical analysis, T5-Small, the model with
better quantitative results, generated syn-
tactically correct sentences which sometimes
contained semantically wrong fragments.

5.4 ChatGPT as a Text Evaluator

To debate the research question “To what
extent can LLMs-based tools, such as Chat-
GPT, be a good alternative or complement
to automatic evaluation metrics?” we con-
ducted a preliminary experimentation using
the same concept sets as in Section 5.3.

We prompted GPT-4 model (OpenAI,
2023) via Bing interface6 the following text:
“Given the following three sentences, which
one does make sense?”. After that, the gen-

6GPT-4 can be accessed at
https://www.bing.com/chat

erated sentences are written. GPT-4 gives as
output a detailed explanation of why each of
the sentences makes sense or not, and argues
which sentence is the most appropriate.

Figure 3 shows the generated output for
the sentences generated with the concept
set [bed, lie, look]. GPT-4 argues that the
sentence generated with SimpleNLG is not
grammatically correct, correlating with hu-
man judgement. For the sentences generated
with T5-Small and RMT respectively, it says
that they are grammatically correct. How-
ever, analysing the RMT sentence, the frag-
ment “gives him a look of lies” is not seman-
tically accurate. Despite this, GPT-4 con-
cludes that the third sentence including that
fragment is the best choice.

Figure 3: Generated sentence for the concept
set [bed, lie, look].

The output generated for the second con-
cept set ([hand, pocket, stand]) can be seen
in Figure 4. In this output, GPT-4 contra-
dicts itself on the action of “a man stand-
ing in a pocket”. While the second sentence
says that this action is not correct (it is
metaphorical), it argues that the third sen-
tence is well-constructed and clear. More-
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over, GPT-4 concludes that the third sen-
tence is the most natural choice, when it re-
peats the metaphorical action of “standing
in a pocket” twice. At last, the concept set

Figure 4: Generated sentence for the concept
set [hand, pocket, stand].

[eat, meal, prepare], although being accurate
in the conclusion that the last sentence is the
most appropriate, fails at evaluating the sec-
ond sentence. GPT-4 says that this sentence
makes sense. But eating a meal while prepar-
ing it, is not physically possible, so that rea-
soning is not valid. As we have seen, GPT-4

Figure 5: Generated sentence for the concept
set [eat, meal, prepare].

explains why a sentence is valid or not. Nev-
ertheless, that explanation is not always cor-
related with human judgements, and neither
is accurate with its explanations. Therefore
there is still room for improvement in the way
LLMs such as GPT-4 evaluate the text ap-
propriateness.

6 Conclusions and Future Work

This paper presented an empirical analysis of
several NLG evaluation metrics and models

for the commonsense generation task. The
experiments conducted and the discussion of
the results led us to conclude that current
evaluation metrics highly depend on the set
of target sentences a text is compared with.

As we have seen, the alignment between
automated metrics and human evaluation is
not always accurate. When comparing the
performance of different models, the results
obtained by SimpleNLG are similar to the
results achieved by the other two models.
However, it is important to note that, when
analysing these sentences manually, the sen-
tences generated by SimpleNLG are just a
combination of concepts, often resulting in
nonsensical and not syntactically correct sen-
tences, while the sentences generated by the
other two models are at least syntactically
correct. This difference is not reflected in the
results obtained in these metrics. This may
indicate that using words that are contained
in the target sentences in a random order,
can produce similar results to syntactically
correct sentences using these metrics.

Another important point to consider when
evaluating using the standard NLG evalua-
tion metrics is repetition. In natural lan-
guage, repeating the same information can
be redundant, making that sentence of infe-
rior quality to one that avoids the repetition.
Nevertheless, in the context of these metrics,
the repetition not only fails to penalise the re-
sults obtained but raises the results obtained.
Furthermore, we have seen that some sen-
tences that are not semantically correct ob-
tain better results than sentences that are se-
mantically accurate, as most used metrics do
not evaluate the semantic information.

Finally, evaluating a model with several
metrics is more accurate than doing so with
only one metric, as it gives a wider vision of
how that model is performing.

One future line of work is to expand the
preliminary analysis of LLMs as text eval-
uators, exploring different available LLMs,
as they can capture and learn human pat-
terns from a semantic perspective. Therefore,
these models can indeed learn such patterns,
they may serve as valuable tools for evalu-
ating sentence correctness. Additionally, it
would be interesting to explore how to en-
hance the performance of our top-performing
model, T5-Small, also by incorporating com-
monsense knowledge into the model.
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Abstract: Large language models have shown impressive performance in Natural
Language Processing tasks, but their black box characteristics render the explain-
ability of the model’s decision difficult to achieve and the integration of semantic
knowledge. There has been a growing interest in combining external knowledge
sources with language models to address these drawbacks. This paper, OntoLM ,
proposes a novel architecture combining an ontology with a pre-trained language
model to classify biomedical entities in text. This approach involves constructing
and processing graphs from ontologies and then using a graph neural network to
contextualize each entity. Next, the language model and the graph neural network
output are combined into a final classifier. Results show that OntoLM improves the
classification of entities in medical texts using a set of categories obtained from the
Unified Medical Language System. We can create more traceable natural language
processing architectures using ontology graphs and graph neural networks.
Keywords: External Knowledge, Ontologies, Large Language Models, Graph Neural
Networks.

Resumen: Los grandes modelos de lenguaje han mostrado un rendimiento impre-
sionante en tareas de Procesamiento del Lenguaje Natural, pero su condición de
caja negra hace dif́ıcil explicar las decisiones del modelo e integrar conocimiento
semántico. Existe un interés creciente en combinar fuentes de conocimiento exter-
nas con LLMs para solventar estos inconvenientes. En este art́ıculo, proponemos
OntoLM , una arquitectura novedosa que combina una ontoloǵıa con un modelo de
lenguaje pre-entrenado para clasificar entidades biomédicas en texto. El enfoque
propuesto consiste en construir y procesar grafos provenientes de una ontoloǵıa uti-
lizando una red neuronal de grafos para contextualizar cada entidad. A continuación,
combinamos los resutlados del modelo de lenguaje y la red neuronal de grafos en
un clasificador final. Los resultados muestran que OntoLM mejora la clasificación
de entidades en textos médicos utilizando un conjunto de categoŕıas obtenidas de
Unified Medical Language System. Utilizando grafos de ontoloǵıas y redes neuronales
de grafos podemos crear arquitecturas de procesamiento de lenguaje natural más
rastreables.
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1 Introduction

This work is centred on the premise that using
structured external knowledge can help dur-
ing the fine-tuning process of large language
models, and it also makes the architecture
more traceable and explainable as it provides
semantic knowledge during the process. To
validate the premise, a multilabel classifica-
tion task is chosen. In this task structured
knowledge is used with language models form-
ing an even larger architecture which com-
bines the language model with a graph neural
network (GNN) in a final classifier.

This work aims to insert structured ex-
ternal knowledge into the decision-making of
a model based on pretrained language mod-
els, improving the results obtained in classi-
fication tasks and obtaining a final architec-
ture (OntoLM) that will allow traceability
through the GNN and the initial structures
obtained from UMLS.

An ontology defines the possible relations
between different types of entities and is used
as a schema to decide how relational informa-
tion should be stored in an ordered way. The
rules defined in the ontology are expressed in
the final knowledge base (KB) derived from
this ontology. KBs store information about
many domains in a structured way. Big KBs
like UMLS or WordNet have proven their
usefulness in many downstream tasks where
factual information is needed, reducing the
amount of wrong information returned (Chen
et al., 2017). AlKhamissi et al. (2022) con-
sider the following criteria as the most impor-
tant characteristics for considering a language
model as a KB:

• Accessibility: all the information of a
KB can be queried directly.

• Easy to edit: every entity or relation
can be modified with minor effort.

• Consistency: queries with the same
meaning should give the same result.

• Reasonableness: how suitable is the
application of reasoning techniques over
their structure rather than deep learning
models.

• Explainability and interoperability:
explainable algorithms and techniques
are more suitable; for example, knowl-
edge base schema or path walking tech-
niques.

By contrast, big deep learning models used
in Natural Language Processing (NLP) store
large amounts of information through their
training with large amounts of text, as shown
in the most recent cases with BERT (Devlin
et al., 2019) or GPT-4 (OpenAI et al., 2024).
Language models have proven to be very use-
ful in numerous tasks carried out in language
processing. Their different architectures allow
them to cover both classification and text gen-
eration tasks. However, these models have a
large amount of probabilistic knowledge which
cannot be interpreted.

Using only language models can present
problems because of the lack of internal rea-
soning in such a model, as well as biases
(Bender et al., 2021) and toxic information
(Gehman et al., 2020) contained in them. The
information obtained in these models is not
easy to update, so they tend to be easily out-
dated due to the high cost of re-training them.
Also, these models have many inconsistencies,
as shown by works that obtain different infor-
mation using prompt engineering techniques
(Elazar et al., 2021).

Finally, traceability, interpretability, and
explainability are easier to achieve with a well-
defined ontology that generates information
based on certain rules or schema and their
graph structure (Agarwal et al., 2023). Deep
learning models that consider the entire struc-
ture of a graph in the training data often
provide more traceable structures that can be
understood intuitively (Zhou et al., 2020).

The paper is structured as follows: Sec-
tion 2 discusses other works using similar ap-
proaches, trying to provide semantic knowl-
edge with external knowledge or training data
for language models. Section 3 describes the
aim and characteristics of the corpus associ-
ated with the experiment. The next sections,
4 focuses on the whole architecture of the
experiment with a specific focus on data pro-
cessing and model training 5. Subsequently,
the results are reported in section 6. The dis-
cussion of the results obtained is carried out
in section 7, whereas conclusions and future
work arising from the discussion are explained
in section 8.

2 Related Work

The use of external knowledge and language
models has been extensively researched to
address the issues encountered in language
models. Some works, such as (Kaur et al.,
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2022) or (Sun et al., 2021), aim to pretrain the
model by incorporating semantic knowledge
or altering the existing architecture. Others
train a language model from scratch using
an innovative masking approach (Zhang et
al., 2019), improving many benchmarks. In
both cases, the computational cost is high,
making it difficult to adopt similar experiment
strategies.

Other approaches try to bring semantic
knowledge into the language model without
updating the language model parameters, ei-
ther by using pre-processing (Sun et al., 2024)
or post-processing (He, Zhang, and Roth,
2022) techniques. These approaches are usu-
ally less expensive, making them more acces-
sible and versatile than previous examples.

The factual knowledge contributed to the
language model can have an unstructured ori-
gin, as in the case of Peng et al. (2023), or
it can come from structured knowledge bases,
where the information is mainly organised in
the form of triples (Huang et al., 2022).

The advantage of using a structured knowl-
edge source as external knowledge is the elim-
ination of ambiguities present in the text, as
well as an ordered information structure that
does not introduce more noise than necessary
and the provision of semantic knowledge, such
as synonymy, hyponymy, and hyperonymy or
antonymy relations (Mrkšić et al., 2016) de-
pending on the knowledge base used.

Previous work has attempted to provide
structured knowledge by capturing the seman-
tics of KBs and feeding this knowledge into
deep learning models from modules specialised
in this task (Piad-Morffis et al., 2019).

Other works have been carried out that at-
tempt to benefit from the knowledge present
in knowledge bases with GNNs because of
the inherent relation of this architecture with
their different nodes. Jiang et al. (2020)
proposes to use knowledge from a graph to
perform text classification, in their case they
create the graph by performing Named Entity
Recognition (NER) on short texts, augment-
ing the information obtained with a general
knowledge base and initiating embeddings of
each entity using Word2Vec (Mikolov et al.,
2013). The graph is processed using Gated
Graph Neural Networks (GGNNs) (Li et al.,
2017), and they also process the whole text
with a pre-trained language model (PTLM).
Finally, they use an attention background on
the GGNN and the PLM results to classify

the text. There are other methods to create
embeddings of the entities and relations of
a knowledge graph. These methods can be
considered contextualised embeddings from
knowledge graphs (Yáñez Romero et al., 2023-
09).

Another example is Feng et al. (2020), who
use pre-trained language models and knowl-
edge from different ontologies to answer ques-
tions with a fixed number of answers as con-
text. In their work, they form different graphs
with ontology entities from the entities de-
tected in both question and possible answers.
This information is passed through a GNN
that considers the type of relation between
each node and a node scoring system to fil-
ter the possible paths between questions and
answers. This novel way of applying external
knowledge to language models has a major
problem: it is used specifically to respond to
questions with a fixed number of answers.

In this proposal, an architecture similar
to (Yasunaga et al., 2021) is used to classify
entities detected in a given text. For this
purpose, language models trained in the spe-
cific domain of the text and ontologies with
knowledge of the same domain will be used.
The architecture of the graphs used during
training will be adapted to the proposed ob-
jective, and the GNN introduced by Feng et
al. (2020) and the improvements introduced
by Yasunaga et al. (2021) will be utilized.

3 Corpus

The corpus used to classify medical entities
has been created by annotating medical terms
found in abstracts of papers obtained from
PubMed. Annotated texts focus on diseases,
as these texts were collected to classify en-
tities related to diseases and ailments. The
annotations made contemplate 40 different
categories obtained from the semantic types
of UMLS. Specifically, this corpus has been
annotated semi-automatically by performing
NER on the abstracts using NER models ob-
tained from sci-spacy (Neumann et al., 2019),
namely ’en-core-sci-lg’. Then, each annota-
tion was supervised, and labels that did not
correspond to the context of the entity were
removed. However, the corpus used is very
unbalanced, as differences of 1 to 100 can be
found between the categories with the lowest
representation and those with the highest rep-
resentation. This problem was mitigated by
undersampling the dataset.
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Finally, a corpus was obtained where each
entity can be annotated with more than one
category since, in its context, this entity can
be considered within different UMLS cate-
gories, e.g. in Text 1 the entity pharmacologi-
cal treatments can be classified as healthcare
activity or research activity. Therefore, we are
faced with a multi-label classification prob-
lem.

This work analyzed salivary Lf
concentration under different
handling conditions and donor-
dependent factors, including age,
inter-diurnal variations, physical
activity, and pharmacological
treatments.

(1)

However, in the corpus used, most entities
are classified with only one label, with a few
examples having two labels and almost none
with more, as shown in Figure 1.
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Figure 1: Clustering of training data based on
the number of labels.

4 OntoLM

The proposal performs a supervised classi-
fication task on annotated medical entities
obtained from biomedical texts. In brief, su-
pervised learning is performed by augment-
ing a pre-trained language model with the
knowledge from the UMLS medical ontology,
carrying out the training of a GNN. The dif-
ferent sections of the architecture are listed
as follows:

1. The starting point is the data obtained
from the corpus with their corresponding

labels.

2. The UMLS ontology database is then
used to augment the annotated data with
the possible entities detected in UMLS
(4.1).

3. The graphs necessary for the model’s
training are created according to section
4.2.

4. The language models used to represent
the entities and process the text are
named in section 4.3.

5. Finally, a summary of the task covered
in the experiment is given 4.5.

Figure 2 shows the complete proposed ar-
chitecture, starting from the texts with an-
notated entities. In the pre-processing stage,
each text document is represented in light yel-
low, the database and the entities extracted
from it can be seen in orange, and the input
tensors to the model are in grey. During the
training step, depicted in light blue/salmon,
the model’s components are frozen/learning,
respectively. Numerical values represent the
order of the data flow.

The complete experiment considers all
three components: GNN, LLM, and a multi-
layer perceptron (MLP).

4.1 Ontology structure

Understanding the structure of the initial on-
tology from which one starts is essential to
forming a coherent graph for the proposed
task. In this case, UMLS will be used as it
contains much knowledge from the medical
field (Bodenreider, 2004).

Considering UMLS entities and relations
as a graph, the minimum structure of this
database would be triples. Each triple consists
of a head entity eh and a tail entity et with its
respective relations r so that a triple would
be represented by the expression (eh, r, et).
It is possible to generate a knowledge graph
from UMLS using specific data tables that
indicate the relations between the different
entities, i.e. triples.

These concepts and relations constitute
the main data source of UMLS, known as its
Metathesaurus. However, UMLS has other
sources of knowledge, such as the Lexicon,
which generates the different linguistic vari-
ants of a term, or the semantic network,
which generates higher-level categories that
encompass the concepts in the database. The
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Figure 2: OntoLM architecture. The box above shows all the pre-processing of the data carried out
before training. The bottom box shows the training stage.

UMLS semantic network classifies each con-
cept based on Semantic Types (TUIs) (Mc-
Cray, 1989), which can represent direct rela-
tions between the different concepts or clas-
sify these concepts in higher-level categories.
Moreover, TUIs are organised hierarchically
among themselves and can have a subset
within another set.

The TUIs used to catalogue the different
concepts can be used as categories in entity
classification problems within the biomedi-
cal field. Considering all the classification
TUIs, there are 127 different ones, forming a
large number to be used in classification prob-
lems. Of the 127 initial categories obtained
from UMLS, 34 were eliminated because they
did not provide value for classifying disease-
related entities, such as Temporal concept or
Geographical Area. This leaves a total of 93
categories, a particularly high number for mul-
tilabel classification using language models.
For this reason, the 93 categories have been
reduced by grouping them by their hierarchi-
cal relations so that Plant, Fungus or Animal
can be grouped under TUI Organism. The
number of categories considered has been re-
duced to the 20 most representative ones to
balance the final categories obtained. The 40
initial categories and the chosen 20 categories
are shown in Table 1.

For each example to be classified, 20 graphs
are generated with the detected entities of the
text, which a GNN then processes. Also, 20
statements are generated and processed by the

UMLS Id Category Names Nº Labels
T001 Organism -
T005 Virus -
T007 Bacterium -
T018 Embryonic Structure -
T023 Body Part Organ Or Organ Component 801
T025 Cell 801
T026 Cell Component 801
T028 Gene Or Genome 801
T032 Organism Attribute -
T033 Finding 801
T037 Injury Or Poisoning -
T038 Biologic Function 801
T043 Cell Function 801
T046 Pathologic Function 801
T047 Disease or Syndrome 801
T049 Cell or Molecular Dysfunction 801
T050 Experimental Model of Disease -
T055 Individual Behavior -
T058 HealthCare Activity 801
T062 Research Activity 801
T066 Machine Activity -
T069 Environmental Effect of Humans -
T070 Natural Phenomenon or Process -
T073 Manufactured Object -
T079 Temporal Concept 801
T085 Molecular Sequence -
T091 Biomedical Occupation Or Discipline -
T093 HealthCare Related Organization -
T098 Population Group 801
T101 Patient or Disabled Group 801
T103 Chemical 801
T114 Nucleic Acid Nucleoside or Nucleotide -
T116 AminoAcid Peptide or Protein 801
T121 Pharmacologic Substance 801
T123 Biologically Active Substance 801
T167 Substance -
T184 Sign or Symptom -
T190 Anatomical Abnormality -
T201 Clinical Attribute 801
T204 Eukaryote -

Total Statements 15321

Table 1: The 40 initial categories considered in
the classification task, and the 20 final categories
used after undersampling the dataset.

language model. A graph and a statement are
generated for each possible category among all
those considered. The construction method
of each graph and statement is indicated in
the following sections.
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4.2 Proposed Graph Structure

For the classification of words from a text, it is
necessary to modify the network architecture
proposed in (Feng et al., 2020) and (Yasunaga
et al., 2021), since it is not about answering
questions. Therefore the possible answers
cannot be used as a context.

In this structure, there is an initial entity,
which is the target entity to classify, and the
rest of the entities detected in the text belong-
ing to the biomedical field. The other entities
detected will serve as context to classify the
target word.

To introduce the context of the entity
to be classified and the possible classifica-
tion it refers to, entities that do not exist
in UMLS are created representing the exact
word found in the text, and new relations that
will connect these entities with UMLS entities.
For instance, the word ’results’ in a medical
text may refer to different entities within the
knowledge base, such as ’Clinical results’ or
’Experimental results’.

From the initial entity, which is the anno-
tated entity, using matching with n-grams of
three characters, the possible entities referred
to by that word are obtained, each with their
respective classifications. The initial entity
is related to these entities from the ontology
using a newly created relation meaning of.
From the ontology entities, the rest of the
entities directly connected to them that share
one or more semantic types can be obtained
using the UMLS database. This step can be
done many times, increasing the size of the
final graph. The final node of the network
is each of the possible categories used in the
architecture. This node will be directly con-
nected to the rest of the entities detected in
the target text related to the category (based
on UMLS possible entities). The new relation
used in this case will be belongs to. The con-
sidered relations can be expanded with direct
relations to the possible TUIs of the word to
be classified, further extending the graph and
thus connecting to the initial entities. The in-
termediate triples obtained from the ontology
present the different relations considered in
the UMLS version.

Figure 3 illustrates the architecture of each
graph; every node represents an entity, the
blue nodes being the target entity in the text
to be classified. The green nodes are the pos-
sible nodes obtained from the ontology. The
orange nodes represent the remaining nodes

obtained from the text that have a category
that coincides with the possible categories of
the green nodes (based on three characters n-
gram matching on UMLS). The red nodes rep-
resent one of the 20 possible categories, which
matches the orange nodes category. Finally,
the white nodes represent those obtained from
existing relations in UMLS with the rest of
the previously mentioned nodes.

To avoid information loss and improve the
results if many jumps are made, the contex-
tual node Z is used (Yasunaga et al., 2021).
This node connects the initial node (target
word to be classified) with the final node (pos-
sible category).

Figure 3: Graph structure proposed by each state-
ment.

In cases where the target category is not
related to the entities of the text, only the cat-
egory is added as an isolated node. The other
categories of the text are not added. Thus,
a network is formed by the nodes obtained
from the initial entity and the isolated node
(connected only by the context node Z).

The proposed architecture is processed us-
ing the GNN introduced by Feng et al. (2020),
then a pooling is performed on the GNN and
fed into an MLP together with the language
model data and the context node Z.

4.3 Language Models

To represent the nodes of each graph in a for-
mat compatible with the GNN, it is necessary
to use embeddings containing the information
of each entity. Each node is initialised using
a specific language model for this task in this
case.

Language models can be used to create en-
tity embeddings, as they store a large amount
of knowledge in their model weights. With
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this in mind, language models trained on a
specific domain can represent entities and
their relations from that domain for subse-
quent tasks. This is the case of other works
such as (Wang et al., 2023) or (Wang et al.,
2022), where entity embeddings are created
using language models for entity linking and
relation inference.

A BERT model trained with UMLS data
is used to generate the embeddings of the
medical entities. This model was trained to
represent the different names that the same
medical concept can have in a similar way,
which is ideal for the present task (Liu et al.,
2021). In addition, the SapBert model used is
based on PubMedBERT (Gu et al., 2021), a
BERT model pre-trained in the biomedical do-
main, specifically taking texts from PubMed.
In this way, vectors of each biomedical en-
tity are obtained, giving as input each of the
biomedical concepts obtained from the graphs
in a text format to the tokenizer.

In the architecture, the BERT Large pre-
trained language model is used. This model
will receive each of the statements indicated
in the following section as input data.

4.4 Language Model Statements

The input to the language model associated
with the node is the entire context of the text
in question, such as Text 2.

[CLS] + Sentence + [SEP ] + term + [SEP ] + Label (2)

Where [CLS] and [SEP] are the special
classification and separation tokens used in
BERT, respectively. Considering Text 1, we
would have has input for term pharmacologi-
cal treatments, labels healthcare activity and
research activity, having two different inputs
for the LLM.

The information obtained from the graphs
after using the GNN proposed by Yasunaga
et al. (2021) is combined with the output of
the language model, representing that graph
along with the contextual node obtained from
the language model but adapted to the size
of the GNN nodes. The pre-trained language
model will return an embedding size equal to
its last hidden layer.

4.5 Classification problem

The proposed classification problem will try
to classify each entity detected in the target
text among the 20 reduced categories obtained
from the UMLS semantic types. The proposed

architecture as in Yasunaga et al. (2021) em-
ploys an MLP at the end of the architecture.
This MLP receives as input data the pooling
vector obtained from the GNN, the output of
each statement of the language model, and
the vector that represents the context node Z.
This concatenation will be received a total of
20 times, 1 for each category considered and
will return a single probability that will be
compared with the label in question.

The classification problem considered is
multilabel, so each word to be classified can
have more than one associated category, and
in this case, no category is mutually exclusive.
To carry out the classification, a sigmoid func-
tion and then binary cross entropy are used
as the final activation function of the MLP,
comparing each result obtained by the con-
catenation of a statement, graph, and context
node vectors with the label in question.

The loss function considered is defined at
the end of the MLP, so back-propagation up-
dates the weights of the MLP and the GNN,
as well as the linear transformations carried
out to adjust the vectors representing each
node of the graph to the dimensions of the
GNN. The language model weights are kept
frozen (OntoLMF ) or unfrozen (OntoLM) de-
pending on the experiment.

5 Experimentation

The data obtained from the corpus are not
correctly balanced, e.g. the category with
the highest representation has 100 times more
examples than the category with the lowest
representation. This leads to performing an
undersampling task on the data before train-
ing the model. Multi-Hop Graph Relation
Network (MHGRN) introduced by Feng et al.
(2020) also considers the number of different
relations, but in previous question-answering
experiments, the number of different relations
is not large. In this case, the experiments
consider all relations extracted from UMLS.

5.1 Undersampling

An undersampling task was carried out during
the experiments to balance the dataset used.
Balancing the dataset considerably improves
the results obtained, since otherwise good re-
sults are only obtained with the labels with
the highest representation. The final dataset
used has a total of 800 instances for each of the
labels, and each of these instances can have
more than one label. During the undersam-
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100%

Database % Nº Entities Nº relations
100% 2916715 1140

95% 2775806 50
91% 2654280 30
87% 2537174 20
78% 2288369 10

Figure 4: Number of different relations and
the total coverage of entities using these rela-
tions, around 95 percent of the database uses
only 50 relations.

pling task, training data was removed once
the limit set per label was reached. Having
a maximum of 800 in the most representa-
tive cases. Oversampling the data that has
very few instances is not recommended since
the training of the model gives very poor re-
sults on the categories where oversampling
is performed. Therefore, removing categories
with less than 800 instances is the best so-
lution, reducing the dataset to 20 categories.
The number of instances for each category is
shown in Table 1.

5.2 Number of relations

All the relations present in the UMLS version
have been used; however, of all these relations,
a few have much higher representation reach-
ing 95 per cent of the whole database down-
loaded with the top 50 relations, not counting
the introduced relations belongs to and mean-
ing of. With this in mind, a large part of the
database can be represented with few rela-
tions, which is likely to positively affect the
classification task by reducing the training
complexity of the GNN. The representation
of the database considering the number of
relations can be seen in Figure 4. In this case,
experiments using a simplified database with
reduced relations will be conducted in future
works.

5.3 Baseline

To carry out the experiment, the pre-trained
BERT model is considered as baseline, specifi-
cally the large version obtained from the Hug-
gingFace library together with an MLP com-
prising two hidden layers for final classifica-
tion. This language model is considered the
baseline since the whole system will use this
model and the rest of the proposed architec-
ture, to perform the classification.

6 Results

Precision and recall have been measured for
each category considered during the experi-
ment. Specifically, confusion matrices were
used for each category, thus obtaining true
positives, true negatives, false positives, and
false negatives. In this way, the F1 score of
each category was obtained, and the overall
results can be seen in Table 2. Figure 5 shows
the best micro results obtained for the model
with better macro F1 (OntoLMF ).

Model Accuracy Precision Recall F1
Baseline 0.97 0.42 0.83 0.56
OntoLM 0.96 0.59 0.62 0.60
OntoLMF 0.97 0.74 0.62 0.68

Table 2: Macro Accuracy, Precision, Recall
and F1 for each experiment. Results for the
best epoch.

7 Discussion

The proposed final architecture trains 1.2
million parameters, 300 times less than pre-
trained language models such as BERT Large.
However, the training becomes computation-
ally expensive due to the large number of ten-
sors representing graphs used as model input
data compared to classical language model
training, which employs only text tensors dur-
ing this stage. The experiments were carried
out using one 40 GB A100 GPU, spending a
total of 12, 18 and 3 hours for training three
epochs on Baseline, OntoLM and OntoLMF ,
respectively and incrementing the batch size
as much as possible to fill the GPU mem-
ory. Moreover, considering a graph and a
statement for each possible term category in-
creases the computational cost considerably.
An attempt has been made to reduce the com-
putational cost of the input data by reducing
the size of the graphs, since in the case of
the experiments carried out by Yasunaga et
al. (2021), the size of the graphs used is 200
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Figure 5: Precision, Recall and F1 for the best experiment in each of the 20 categories used.

nodes at most. In our particular case, reduc-
ing the size of the graphs to 100 nodes at most
allows us to obtain good representations of
each instance while reducing the weight of the
input tensors by 40 per cent.

During the evaluation of the training
epochs, notably during the different exper-
iments, the real positives were not learned in
the first two epochs. This is associated with
the fact that this problem is a multilabel clas-
sification with too many negative categories,
i.e., most of the label categories are zero, so re-
turning zero in all categories for each training
instance reduces the loss function consider-
ably. Next, to reduce the loss function, it is
necessary to identify the true positives in the
output.

Table 2 shows that significant improve-
ments have been obtained when using the pro-
posed architecture over the baseline. However,
the recall obtained in the baseline is far supe-
rior to the OntoLM experiments, suggesting
that proper hyperparameter tuning is likely
to give better results when running the full
architecture. Running experiments with the
full architecture yields better results by keep-
ing the language model frozen (OntoLMF ),
suggesting that the GNN architecture better
adapts the knowledge of the language model
for downstream tasks compared to the un-
frozen language model (OntoLM). This re-
sult suggests that the proposed architecture
can serve as an alternative to fine-tuning or
that we can improve the results obtained by
initially performing traditional fine-tuning on

the language model and then attaching it to
the overall architecture by training the GNN.
As an alternative to fine-tuning, the proposal
presented in this work is valid as, in addition
to the better results, the computational cost
(both in time and resources) is considerably
reduced if the language model is kept frozen.
The code of the experiments is available on
GitHub 1.

During the realisation of each experiment,
notably in the first two training epochs, the
models do not classify any statement as pos-
itive, thereby obtaining only true and false
negatives. The architecture finds as a first
valid option to optimise all results in this way
to reduce the loss function. Then, if the learn-
ing rate is low enough to classify the true
positives, each model will learn to classify
them, obtaining the best results in the first
10 epochs. This is quite likely considering
that the labels used have very few positive
categories, with 1 or 2 out of 20 in most cases.

Finally, the initial embeddings of each
graph are not as expressive as they could
be, mainly because the relations between the
different nodes are not represented with con-
textualised embeddings from the beginning as
with other methods. It is worth testing in fu-
ture work by initialising these nodes with con-
textual embeddings based on their respective
ontology and modifying the GNN architecture
to process those contextualized embeddings.

1https://github.com/FabioDataGeek/OntoLM
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8 Conclussion and Future Work

Given the results, multilabel classification
tasks are improved by incorporating exter-
nal structured knowledge. As far as we know,
few works have performed the classification
task with such a high number of categories.
In the case of (Lee, Lee, and Ahn, 2022) they
use 45 categories to perform multilabel clas-
sification of texts. However, in our case, the
objective is not to classify the text but the
possible entities found in a text from a certain
domain. To the author’s knowledge, very few
works perform this specific task with so many
categories. However, in tasks such as classifi-
cation based on International Classification of
Diseases codes, 10th edition (ICD-10), within
the biomedical field (Gérardin et al., 2022)
both entity and text classification studies ex-
ist, a task that is especially relevant to the
purpose of this work.

Experiments show us an alternative way
of adapting a language model to a specific
domain without changing the domain weights,
which is less computationally expensive and
faster than loading the language models for
fine-tuning. However, the time spent pre-
processing the data to generate each graph
must also be considered. The results obtained
with the proposed architecture open up sev-
eral lines of research, including the following:

1. The combination of ontologies with lan-
guage models in other domains to per-
form classification tasks. Using this ar-
chitecture with other ontologies can be
especially useful to cover other NLP tasks
such as word sense disambiguation with
WordNet (Fellbaum, 1998).

2. Classification of texts with ICD-10 codes,
using many categories and extending the
experiment with ontological knowledge.
UMLS is particularly interesting in this
particular case, as it has specific informa-
tion on ICD-10 codes.

3. Distillation of knowledge from language
models, capturing the knowledge inside
the language model using the GNN, with
a final architecture much smaller than
an LLM. If enough knowledge of the
language model can be captured in the
GNN, an architecture that detaches the
language model can perform the same
classification task.

4. Explainable and traceable NLP models
from well-defined graph architectures and
their respective GNN. After training the
model, inference can be made with new
data, and the activation of the different
components of the GNN can be seen to
determine the prediction obtained as sug-
gested by (Ying et al., 2019).

5. Optimise the proposed architecture to
avoid over-fitting while training the classi-
fier with datasets similar to the proposed
one and coupling previously fine-tuned
language models.

6. Consider alternative training methods for
classification with a large number of la-
bels, in this case, modifying the loss func-
tion according to the category to be clas-
sified ((Su et al., 2022), (Hüllermeier et
al., 2020).
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Y. Gutiérrez, and A. Suárez Cueto. 2023-
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1 Goals and motivation 

The main goal of the present thesis is to 

contribute to the field of Spanish for Academic 

Purposes through a research on academic 

collocations within the areas of Corpus 

Linguistics, Computational Linguistics and 

Lexicography.  

On the one hand, the choice of academic 

discourse as the scope of this study has been 

motivated by the fact that one of the greatest 

difficulties faced by students is to acquire 

proficiency in academic writing. This challenge 

arises especially because an advanced 

knowledge of specific vocabulary is required, 

among other genre-related knowledge. On the 

other hand, the decision to focus on 

collocations, such as deep analysis, confirm 
hypothesis or draw conclusions, as object of 

study has been based on the assumption that 

this type of expressions, along with other 

phraseological units, enriches the academic 

prose and contributes to communicative 

effectiveness. Moreover, research has proved 

that a higher collocational competence in 

academic discourse can be synonymous with 

greater academic success. However, students 

typically exhibit limited experience in academic 

writing and have a little exposure to this type of 

vocabulary: academic collocations are neither 

part of implicit everyday language nor 

explicitly taught as the technical vocabulary. In 

fact, existing literature has highlighted the 

insufficient familiarity undergraduate students 

possess with the prototypical phraseology of 

academic discourse (Boers & Webb, 2018; 

Paquot & Granger, 2012) and identified 

collocations as a persistent and frequent 

challenge in the written competence of both 

second language learners and less proficient 

native speakers. In addition, if we explore the 

field of Spanish academic writing, scarce 

studies focus on the identification of academic 

vocabulary and lexicographic resources related 
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to phraseological expressions and academic 

writing. 

Therefore, this research aims to address 

identified gaps in quantitative corpus-based 

studies on Spanish academic vocabulary by 

compiling a list of academic collocations and 

providing a comparison of the collocational 

complexity of expert and undergraduate 

writings. Moreover, given the scarcity of 

resources and lexicographic tools in Spanish as 

far as academic writing is concerned (Alonso-

Ramos et al., 2017; Núñez Cortés & Da Cunha, 

2022; Guzzi & Alonso-Ramos, 2023a), one of 

the purposes of this research is precisely to 

include the Spanish academic collocations list 

in a writing aid (HARTA; 

http://www.dicesp.com:8083; Alonso-Ramos et 
al. 2017), designed with a corpus-dictionary 

format and aimed to contain academic multi-

word expressions in Spanish (Guzzi et al. 

2023).  

On the other hand, as a result of the 

thresholds established in the collocational 

complexity comparison, an automated 

evaluation system intended for academic 

Spanish certification exams, such as EXELEEA 

(Mendoza, 2015) is proposed. Finally, the study 

of collocations could have multiple practical 

applications, which in Spanish have not yet 

been exploited. Thus, the proposal of this thesis 

could be applied as a didactic resource for the 

teaching of academic Spanish in writing 

centers, as well as for students with Spanish as 

L2 who access Spanish-speaking universities. It 

could have also applications in the field of 

Computational Linguistics and Natural 

Language Processing: as is well known, 

collocational resources are especially useful for 

rule-based generation and translation systems. 

2 Outline of the dissertation 

This thesis comprises eight chapters. Chapter 1 

provides an overview of the research's 

motivation and main objectives. In Chapter 2, 

the field of academic discourse is introduced, 

encompassing a review of approaches, to 

delineate the study's scope and an explanation 

of key concepts such as Language for Specific 

Purposes, specialized languages and scientific 

discourse. In this chapter, a general description 

of academic vocabulary is presented, as well as 

the types of phraseological units approached 

within this type of discourse, that includes the 

concept of collocation adopted in this study 

(Mel’čuk, 2015). Automatic, statistical and 

manual methods for identifying academic 

words and collocations are outlined through a 

comprehensive review of existing vocabulary 

lists. The final section explores the concept of 

lexical and phraseological complexity related to 

vocabulary assessment, involving parameters 

such as diversity and sophistication (Crossley, 

2020; Kyle & Crossley, 2015; Paquot, 2019). 

Chapter 3 delves into academic tools addressing 

phraseological units, ranging from academic 

corpora to online writing aids. In addition, a 

first version of HARTA is presented in detail 

together with a usability test of the tool. Finally, 

the resources focused on vocabulary assessment 

related to lexical complexity and lexical profile 

are addressed.  
Chapter 4 details the composition and 

processing of the two corpora that are employed 

in this research (expert and novice), using NLP 

techniques, as well as the methodology for 

automatically extracting collocation candidates. 

Chapter 5 explains exhaustively the compilation 

of the list of Spanish academic collocations. 

Criteria for filtering collocations are presented, 

including phraseological and interdisciplinary 

statistical criteria, along with the method 

followed to validate the list. Chapter 6 contrasts 

expert and novice use of collocations, by means 

of collocational complexity of their texts, that 

includes the parameters of sophistication, 

known as the property of lexical items that are 

less common in general language and are more 

formal or typical of academic discourse, and 

diversity, known as the index of repetition of 

lexical items.  

Chapter 7 explores practical applications of 

the Spanish academic collocation list, 

emphasizing its integration into the HARTA 

tool, together with quantitative data and 

improvements based on the results of the 

usability test. The second part introduces a beta 

version of an evaluation tool to automatically 

calculate the collocational profile of texts, 

aimed for teachers, evaluators, and researchers. 

Finally, Chapter 8 summarizes the main 

conclusions, acknowledges limitations, and 

outlines future directions for research. 

3 Main contributions 

From this research, four main contributions can 

be retrieved. 
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3.1. Spanish Academic Collocations List 

The first one has been the development of a 

reference list of 5.402 Spanish academic 

collocations based on a large expert corpus, 

consisting of scientific articles from 12 different 

disciplines.  

This includes a detailed description of the 

procedure and criteria we followed to identify 

these collocations: an automatic extraction 

process and a manual and statistical review that 

includes phraseological and distribution criteria. 

The phraseological criteria allowed us to 

discard either free combinations or idioms. This 

phase has proved to be the most demanding due 

to the large number of candidates automatically 

extracted and because sometimes the 
boundaries between types of combinations can 

be blurred. Even this selection process, some 

specialized collocations still persisted in the 

selection, that highlighted the need of an 

interdisciplinarity analysis. It involved 

distribution filters and the identification of the 

different senses of the collocations’ bases to 

discard specialized units. 

Furthermore, a comparison of the 

collocations obtained following this method is 

compared to the collocations that would have 

been obtained if two association measures (log-

likelihood and Mutual Information) were used 

above a specific threshold. This comparison has 

shown that the overlapping degree is not 

elevated but that the log-likelihood measure 

could be better than Mutual Information for the 

identification of Spanish academic collocations 

with a lower threshold. 

3.2. Collocational profile of expert and 

novice writings 

The second result concerns the contrastive 

analysis of the use of academic collocations by 
experts and novice writers by means of 

collocational complexity (Guzzi & Alonso-
Ramos, 2023b). Results have shown that 

experts have a wider repertoire of collocations 

and use those that are stylistically more salient 

in academic discourse. However, results also 

suggested that, sometimes, they repeat the same 

collocation several times in the same text. On 

the other hand, results have indicated that 

scientific areas may influence the score of 

collocational complexity: Biology and Health 

Science is the field in both groups (expert and 

novices) where more sophisticated collocations 

are used, but Social Sciences shows the highest 

amount of academic collocations. Moreover, a 

correlation between the linguistic general 

quality of text and level of collocational 

complexity was corroborated. Finally, the 

results obtained allowed us to establish a 

threshold for scoring academic texts according 

to the number of collocations, diversity and 

sophistication. For this purpose, we applied a 

series of formulas relating to collocational 

diversity and sophistication in order to obtain 

the collocational profile of the texts analyzed, 

understood as an image reflecting the 

collocational competence of academic texts’ 

writers. 

3.3. Improvements of HARTA 

The third result is related to the integration of 

collocations in the writing aid tool HARTA, 

with improvements in their accessibility, 

functionality and amount of information. Data 

about the frequency and distribution of 

academic collocations has been integrated with 

a clearer view, as shown in Figure 1, as well as 

collocations associated to two possible 

meanings. Those improvements have been 

implemented as a result of the establishment of 

the collocation list and the usability test of the 

tool. 

Figure 1. Lexicographic entry of the academic 

collocation obtain conclusion in HARTA. 

3.4. Evaluation tool for the collocational 

complexity of academic texts 

The fourth and last contribution has been the 

proposal for an automatic evaluation system of 

the collocational competence of writers through 

the analysis of collocational complexity. Using 

a series of Python scripts, a text is processed 

and a set of indexes from the text are identified 

that includes: the number of words; the 

collocational lemmas and their frequency; and 

the collocations diversity and sophistication, 

along with a global score, as shown in Figure 2. 
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Figure 2. Part of the results that the evaluation 

tool on collocational complexity shows when a 

text is analyzed.  
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supervision of Dr. Alberto Barrón Cedeño. This Ph.D. thesis was awarded an outs-
tanding Cum Laude grade.
Keywords: Spam email classification, Machine Learning, Attention models, Natu-
ral Language Processing, Persuasion detection, Risk classification, Cybersecurity

Resumen: Tesis doctoral realizada por Francisco Jáñez Martino y supervisada por
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1 Introduction

Spam email has been a problem since the
creation of this popular communication me-
dium. Traditionally, these unwanted and un-
solicited emails contained advertisements,
strange chains or just annoying messages.
Due to the rise of Internet and electronic
devices, cybercriminals leverage the accessi-
bility of free payment, anonymity and mas-
sive use of email services to spread malwa-
re, phishing or spoofing attacks among other
scams. This turns spam into a big data pro-
blem as well as a current cybersecurity cha-
llenge.

The main solution for detecting spam

email are the anti-spam filters, which sho-
wed high performance in the literature. The-
se filters are currently based on Natural Lan-
guage Processing (NLP) and Machine Lear-
ning (ML) models (Dada et al., 2019). Howe-
ver, users still report attacks rooted in spam
emails. Hence, understanding, analysing and
classifying how spammers design these emails
has become a mandatory stage, not only to
enhance filtering but also to improve the ex-
traction of information.

In this Thesis, we introduced novel mo-
dels, methodologies, approaches, and da-
tasets for the analysis and identification
of emerging cybersecurity threats in spam
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emails. Motivated by our collaboration with
the Spanish National Institute of Cybersecu-
rity (INCIBE), our dedication lies in creating
applications and conducting research to en-
hance the early detection of risky and mali-
cious emails. Our approach heavily relies on
the application of NLP, as well as Machine
and Deep Learning techniques, mainly cen-
tred around supervised learning methods.

Several contributions outlined in this dis-
sertation are intended to be integrated into
tools being developed by Law Enforcement
Agencies (LEAs) and INCIBE. These tools
aim to provide more comprehensive and ti-
mely alerts to organizations and citizens re-
garding potential risks posed by spam email.
This thesis proposed models aimed at en-
suring the security, integrity, and privacy of
users in the face of cyberattacks originating
from spam emails.

Our main objectives were: a) classifying
spam emails according to their cybersecurity
topic, b) spotting both the presence of per-
suasion and the specific techniques employed
and c) extracting potentially useful informa-
tion from both their headers and body to spot
risky emails. Additionally, many of the data
mining and NLP techniques can be utilized
for similar issues, such as smishing, fraudu-
lent content on websites, or social media.

2 Thesis Overview

This thesis consists of seven chapters, which
are described as follows:

Chapter 1 We outlined the objectives
and motivation behind the thesis. Our mo-
tivation moving away from the traditional
spam filtering to provide support for cyberse-
curity organizations to comprehend the pro-
perties of spam emails and present models to
expedite and enhance their analysis.

Chapter 2 We reviewed the state-of-the-
art anti-spam filters, and found that they
showed high performance on outdated data-
sets during their evaluation. However, their
assessment did not consider two challenging
problems in the spam domain: dataset shift
and spammer strategies to deceive these fil-
ters. Our review encompassed the investiga-
tion of dataset shift in ML models consi-
dering adversarial environments and works
related to detecting specific spammer stra-
tegies. In depth, we reviewed the study of
spammer tricks like obfuscated words, poiso-
ning text, hidden text, image-based spam and

other emerging trends. Moreover, we carried
out an empirical experimentation to provi-
de supporting evidences. Finally, we explo-
red the existing cybersecurity challenges as-
sociated with spam email. The review and
experimentation of this Chapter has been pu-
blished in Artificial Intelligence Review jour-
nal (Jáñez-Martino et al., 2022).

Chapter 3 In this Chapter, we addressed
the development of a text classifier capable of
identifying the cybersecurity topic of a spam
email. We used a hierarchical clustering and
manual inspection to define eleven cybersecu-
rity classes for the first time in the literature.

We conducted an evaluation (per langua-
ge) of the combinations of two traditional
approaches, Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) and Bag of Words
(BoW) and two word embeddings models,
word2vect and BERT (Devlin et al., 2018),
as text representation techniques along with
four popular ML classifiers: Support Vector
Machine (SVM), Näıve Bayes, Logistic Re-
gression and Random Forest.

We also provided the confusion matri-
ces, an evaluation of the models performan-
ce per class and a data augmentation analy-
sis using both reducing the majority classes
and increasing the minority class. The work
of this Chapter has been published in Ap-
plied Soft Computing journal (Jáñez-Martino
et al., 2023). A preliminary study was pu-
blished on Arxiv (Jáñez-Martino et al., 2020).

Chapter 4 In the fourth Chapter, we
sought to identify persuasive elements in
spam email. Upon reviewing the state of the
art, we found out theoretical and psycholo-
gical works associated with different kinds
of spam emails like phishing emails. Due to
this fact, we started from relating the per-
suasive principles presented in (Ferreira, Co-
ventry, and Lenzini, 2015) to the growing at-
tention in developing automatic models to
spot persuasion and those techniques invol-
ved in news articles (Da San Martino et al.,
2019). Theses works set the basis of our hy-
pothesis, which is to analyze the role of per-
suasion in manipulating users to perform an
specific action such as clicking in an external
link or opening an attachment.

We designed NLP models at three levels
of granularity: full email, sentences and span
text (one or more words but always shor-
ter than a sentence). We detailed our ap-
proach to use the datasets and models de-
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rived from persuasion in news articles for full
email and span text classification. For senten-
ce classification, we described the creation of
a manually annotated dataset following bi-
nary and multilabel annotations and adjus-
ted pre-trained models.

This chapter has been covered by a paper
presenting the whole study and submitted to
a journal.

Chapter 5 In this Chapter, we aimed to
extract further information from spam email
to improve the warnings launched by cyber-
security agencies to report organization and
citizens about spam campaigns and frauds in-
volving harmful and risky emails (Gallo et al.,
2021). We followed two approaches: a) binary
classification (high and low risk) and regres-
sion (scaling the email in a level of risk range
from 1 to 10).

We analyzed the spam email through a
NLP feature extraction according to repor-
ted key points pointed out by cybersecurity
experts. We also used the previous cybersecu-
rity topics as features and conducted an ex-
tend investigation to determine the quality of
email address of spammer senders. We explai-
ned every feature and analyzed the relevance
of each one and group for classification.

The extended work on address classifica-
tion was presented at the Document Enginee-
ring 2021 conference (Jáñez Martino et al.,
2021). The paper presenting the whole sys-
tem has been submitted to a journal.

Chapter 6We highlighted our eight main
findings and future work, emphasizing the
expansion of some research lines. In addi-
tion, we expressed our interest in applying
the methodologies developed in this thesis to
other domains, such as social media or ins-
tant messaging.

Chapter 7 In compliance with university
requirements, we translated the conclusions
and future work presented in Chapter 6 into
Spanish.

3 Contributions

We enumerated the principal contributions of
this thesis as follows:

We outlined the spam filtering, spammer
strategies and dataset shift problem. We em-
pirically demonstrated how these factors ne-
gatively impact the evaluation of anti-spam
filters. We compared the performance of fil-
ters when being trained on one dataset and
evaluated on other dataset (using five of the

most used spam emails datasets, both back
and forth in time). This review underscored
the importance of comprehending spam pro-
perties to enhance both the filters and their
assessment. Additionally, it also highlighted
the need to study the detection of spammer
strategies such as hidden text, word obfusca-
tion, or text embedded in images, as well as
other emerging tricks like mixing languages.

We semi-automatically labeled a novel da-
taset in the spam emails domain by using hie-
rarchical clustering and visual inspection th-
rough a collection of INCIBE spam emails.
Our dataset called Spam Email Classifica-
tion (SPEMC) holds almost 15k spam emails
per language (both English and Spanish) di-
vided into eleven cybersecurity topics. The-
se are academic media, extortion hacking, fa-
ke reward, health, identity fraud, money ma-
king, pharmacy, service, sexual content da-
ting, work offer and other.

We presented a text classification pipeline
based on traditional text representation tech-
niques and word embeddings along with four
popular ML algorithms to detect the eleven
cybersecurity topics. This pipeline includes
an email processing stage to extract all tex-
tual content from the subject, body and ima-
ges. We considered the appearance of spam-
mer strategies, such as image-based message
or hidden text, and we applied Optical Cha-
racter Recognition (OCR) techniques to ex-
tract only the visible text.

We developed automatic systems to detect
persuasion and its techniques at different le-
vels of granularity: full email, sentences and
text spans. We replicated ML models based
on NLP features as well as fine tuning pre-
trained attention models. For sentences clas-
sification, we manually annotated sentences
of spam emails based on binary, persuasive
or not, and multilabel perspective, containing
eight persuasion techniques labels plus the
negative one.

We introduced a novel set of 56 features
based on NLP to discriminate those spam
emails with more potential risk for indivi-
duals and organizations. We divided the fea-
tures into five groups: headers, text, attach-
ments, URLs and protocols. We developed
models following two approaches: classifica-
tion and regression.

We manually annotated two spam email
datasets collected in different sources, one
private from INCIBE resources and one pu-
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blic from Spam Archive of Bruce Guenter1,
based on their potential risk. We labeled
them for (i) a regression problem using a scale
of risk (1-10) and (ii) a classification problem
distinguishing two classes, low and high risk.
Low risk spam refers to messages that closely
resemble traditional ones containing adverti-
sements and annoying content, but without
the presence of malware or scams that could
end exposing leaked data of users. While high
risk level include cybersecurity attacks such
as spreading ransomware, phishing, spoofing
or extortion.

We evaluated three classifier and three es-
timators using our novel set of features as
input. We conducted an analysis of feature
importance for the classification approach by
systematically removing or retaining one set
of features. We also evaluated the relevan-
ce of removing each individual feature one
by one to establish a cutoff number of featu-
res. Due to the high relevance of the address
classification according to cybersecurity ex-
perts, we carried out an extended investiga-
tion. The objective was to classify the address
of a spam sender into low and high quality. To
do this, for the first time in the literature, we
presented a set of 18 features extracting infor-
mation from the username, domain and top-
level domain (TLD) of each address and fed
up four ML classifiers for evaluation using a
manually labeled dataset call Email Address
Quality - 6k. A high quality is given when
the address contains popular brands or email
services, truthful TLDs and imitate common
user’s address without random number, cha-
racters or letters and short username or do-
mains.

Acknowledgements

This work was supported by the framework
agreement between the Universidad de León
and INCIBE (Spanish National Cybersecu-
rity Institute) under Addendum 01 and the
Predoctoral Grant of Junta de Castilla y
León.

References

Da San Martino, G., S. Yu, A. Barrón-
Cedeño, R. Petrov, and P. Nakov. 2019.
Fine-grained analysis of propaganda in
news article. In Proceedings of the 2019

1http://untroubled.org/spam/ retrieved Decem-
ber 2023

Conference on Empirical Methods in Na-
tural Language Processing and the 9th In-
ternational Joint Conference on Natural
Language Processing (EMNLP-IJCNLP),
pages 5636–5646.

Dada, E. G., J. S. Bassi, H. Chiroma, S. M.
Abdulhamid, A. O. Adetunmbi, and O. E.
Ajibuwa. 2019. Machine learning for
email spam filtering: review, approaches
and open research problems. Heliyon,
5(6):e01802.

Devlin, J., M. Chang, K. Lee, and K. Tou-
tanova. 2018. BERT: Pre-training
of Deep Bidirectional Transformers
for Language Understanding. CoRR,
abs/1810.04805:1–16.

Ferreira, A., L. Coventry, and G. Lenzini.
2015. Principles of persuasion in social
engineering and their use in phishing. In
T. Tryfonas and I. Askoxylakis, editors,
Human Aspects of Information Security,
Privacy, and Trust, pages 36–47, Cham.
Springer International Publishing.

Gallo, L., A. Maiello, A. Botta, and G. Ven-
tre. 2021. 2 years in the anti-phishing
group of a large company. Computers &
Security, 105:102259.
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V. González-Castro, E. Fidalgo, and
E. Alegre. 2023. Classifying spam emails
using agglomerative hierarchical cluste-
ring and a topic-based approach. Applied
Soft Computing, 139:110226.
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Valdivia y el Dr. L. Alfonso Ureña López. La defensa de la tesis tuvo lugar en
Jaén el 30 de enero de 2023 y la comisión de doctorado estuvo formada por la Dra.
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lingǘısticos

1 Introduction

One of the characteristics that distinguish
humans from other living beings is the abil-
ity to communicate systematically and un-
derstandably, i.e. through language. Lan-
guage is defined as a sophisticated system of
both phonetic and written symbols that al-
lows two or more individuals to communi-
cate ideas, thoughts, sentiments, attitudes,
and different situations. Since the emergence
of Web 2.0, users were no longer limited to
face-to-face communication but rather used
online platforms to interact. This interaction
has resulted in an increasing amount of tex-
tual data being available on the Web. Natu-
ral Language Processing, a tract of Artificial
Intelligence and Linguistics, arises for the de-
velopment of computational systems to inter-
pret human language and thus enable human-

computer interaction. Giving computers this
skill offers a plethora of benefits, including
the potential to moderate harmful conduct
on social media.

This doctoral thesis focuses on both
the creation of linguistic resources and
the development of NLP-based tech-
niques to aid in the automatic detec-
tion of offensive language on the Web.
On the one hand, for the development of
these techniques, data labeled are essential
to learning the language patterns character-
istic of this behavior; however, the available
resources are mainly focused on English, leav-
ing aside other languages such as Spanish
with very scarce or non-existent resources of
this nature. Therefore, a fundamental part of
this doctoral thesis is focused on the gener-
ation of these resources for Spanish. On the
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other hand, for the implementation of auto-
matic systems based on NLP, one of the main
contributions has been the integration of dif-
ferent linguistic phenomena that might be in-
volved in the expression of offensiveness in
computational systems. In particular, we de-
veloped a Multitask Learning (MTL) method
based on Transfer Learning (TL). We believe
that this methodology plays an important
role in their application to the detection of
more specific problems in our society, such
as Hate Speech (HS), misogyny, or sexism,
that have been addressed in the frame of this
doctoral thesis. As a result, it should be men-
tioned that this thesis has both a social and
technological dimension to contribute to so-
ciety’s improvement.

1.1 Motivation

Social media have grown into the primary
means of communicating between people, al-
lowing users to have conversations, share
opinions, and create content. The rise in dig-
ital social connections has led to the dissem-
ination of harmful communication, which is
sometimes aided by the anonymity afforded
by these platforms (Aguilera-Carnerero and
Azeez, 2016). As a consequence, offensive
language and one of its most damaging forms,
HS, tends to proliferate swiftly and is diffi-
cult to regulate. For instance, according to
a Spanish report in 2020 on the evolution of
hate crimes in Spain1, threats, insults, and
discrimination are counted as the most re-
peated criminal acts, with the Internet (45%)
and social media (22.8%) as the most widely
used media to commit these actions. Simi-
larly, a recent survey on hate crimes in Spain
20212 shows that 41.65% of the participants,
out of a total of 437, have been victims of
hate crimes on more than one occasion in the
last 5 years. On the one hand, they have re-
ceived offensive comments on more than 10
occasions. On the other hand, more than
50% of them have received offenses or threats
through social networks or the Internet. Fi-
nally, more than 70% of the respondents have
received discriminatory treatment on one or
more occasions in the last 5 years.

In this regard, inaction against offensive
language allows for the further reinforcement
of prejudices and stereotypes, while this type
of hostile communication may lead to nega-

1https://shorturl.at/hlnAX
2https://shorturl.at/mpxLR

tive psychological effects among online users,
causing anxiety, harassment, and, in extreme
cases, suicide (Hinduja and Patchin, 2010).
As a result, this scenario has motivated inter-
ested stakeholders (governments, online com-
munities, and social media platforms) to look
for efficient solutions to prevent Internet hos-
tility. One strategy used to tackle this prob-
lem is through legislation, by implementing
laws and policies. For instance, since 2013
the Council of Europe has sponsored the “No
Hate Speech” movement3 seeking to mobilize
young people to combat HS and promote hu-
man rights online. In May 2016, the Euro-
pean Commission reached an agreement with
Facebook, Microsoft, Twitter, and YouTube
to implement the “Code of Conduct on coun-
tering illegal HS online”4. From 2018 to 2020,
platforms such as Instagram, Snapchat, and
TikTok adopted the Code. One of the ini-
tial and most common approaches to hatred
intervention adopted by social media plat-
forms is content moderation. This approach
is based on the suspension of user accounts
and the removal of hate messages while at-
tempting to balance the right to freedom of
expression.

Although these approaches have the clear
advantage of analyzing the context and ac-
curately identifying this behavior, still these
strategies do not seem to achieve the desired
effect because they involve an intense, time-
consuming, and costly procedure that lim-
its scalability and quick solutions. At the
same time, hate content is continuously grow-
ing and adapting, making it harder to iden-
tify (Davidson et al., 2017). As a result of
these challenges, an alternative and prefer-
able option is to rely on NLP-based methods
to automatically detect this type of harm-
ful online communication. Advances in NLP
can be used to detect offensive content online
thus decreasing the time and effort in fighting
this problem. Offensive language detection
and analysis has become a major area of re-
search in NLP. However, existing NLP-based
methods face several drawbacks. Firstly, de-
tecting offensive content is challenging for
machines (Zampieri et al., 2019; Wiegand,
Ruppenhofer, and Kleinbauer, 2019; Poletto
et al., 2020), since this type of language
presents a subjective nature as well as so-
cial and cultural implications. Though recent

3https://shorturl.at/DQ345
4https://shorturl.at/kvHOT
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approaches of sequence-to-sequence models
(Zampieri et al., 2020; Tontodimamma et
al., 2021) have achieved good performance
in detecting this type of content, most of
them have not considered linguistic phenom-
ena that may occur in the expression of offen-
sive language such as those of an implicit na-
ture such as sarcasm and irony (Chauhan et
al., 2020; Wiegand, Ruppenhofer, and Eder,
2021). Secondly, since most of the available
corpora contain messages from the Twitter
platform, automatic systems have specialized
in learning the language style and register
used by the users on this platform, mak-
ing cross-domain transfer difficult when using
such systems on other platforms. Thirdly, so
far most of the research to solve this problem
has been focused on English (Fortuna and
Nunes, 2018), leaving other languages such as
Spanish in second place, although combating
this type of behavior is a global concern.

These challenges motivate this doctoral
thesis to explore methods for accurately de-
tecting offensive language on the Web us-
ing NLP techniques to aid in this process.
This thesis relies on advanced meth-
ods in NLP such as deep learning to
tackle this issue. First, it faces the prob-
lem of limited training data, especially in
Spanish, generating appropriate resources to
combat offensive textual content. These re-
sources will also help to solve the limitation
of the systems specialized in Twitter since
messages from other social platforms such as
YouTube and Instagram are considered. Sec-
ondly, it introduces different linguistic phe-
nomena that could be involved in the expres-
sion of offensiveness and could help in the de-
tection of this content. Then, a novel method
is proposed where these identified phenom-
ena are integrated for the detection of of-
fensive language, using state-of-the-art tech-
niques based on transfer learning. Finally,
this novel method is applied for the detec-
tion of different offensive language scenarios
(HS, sexism, toxicity), analyzing which spe-
cific linguistic phenomena are beneficial in
each of them.

1.2 Hypotheses

This thesis studies the problem of automat-
ically detecting offensive textual language
with deep learning techniques for NLP. The
main hypothesis of this thesis is the following:
Advanced NLP methods based on deep

learning, in particular transfer learn-
ing, aid in the detection of offensive
textual language. We subdivide this
hypothesis into three hypotheses:

Hypothesis 1 (H1) The subjective nature
of offensive language can have strong cul-
tural, demographic, and social implications,
and therefore language-specific resources and
models are required.

Hypothesis 2 (H2) Transfer learning
models leveraging linguistic phenomena re-
lated to offensive language expression outper-
form those that do not integrate this informa-
tion in offensive language detection tasks.

Hypothesis 3 (H3) Incorporating specific
linguistic phenomena into transfer learning
methodologies can enhance the detection of
various offensive scenarios. Offensive lan-
guage detection encompasses a range of sce-
narios, such as identifying sexist content,
hate speech, or toxic language.

2 Thesis outline

This thesis is structured into 8 chapters, out-
lined as follows:

• Chapter 2 includes an overview of the
background information that is signifi-
cant for understanding the content of
this thesis. We review traditional ML
and Neural Network (NN) based meth-
ods for offensive language research in
NLP. We furthermore provide a com-
pilation of different existing resources
labeled with offensiveness. Then, we
present the research challenges and op-
portunities based on the previous re-
search approaches reviewed.

• Chapter 3 introduces our preliminary
research in the thesis, focusing mainly
on traditional ML approaches to address
HS detection, including misogyny and
xenophobia. In addition, we present the
first experiments with monolingual and
multilingual pre-trained language mod-
els based on Transformers.

• Chapter 4 describes the different cor-
pora and lexicons we generate during the
thesis for the research on offensive lan-
guage and emotion analysis. Specifically,
three corpora and three lexicons, mainly
focused on Spanish, are presented.
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• Chapter 5 introduces our contribution
to addressing offensive language detec-
tion. We propose a novel approach
that uses the MTL paradigm to com-
bine different phenomena inextricably
related to the expression of offensive lan-
guage. This approach aims to bene-
fit from shared knowledge across tasks
to improve the detection of offensive
language. We identify some linguistic
phenomena that might be involved in
the expression of offensive language and
present initial experiments.

• Chapter 6 focuses on the evaluation
of the proposed MTL learning approach
in different offensive language scenar-
ios studying the integration of the lin-
guistic phenomena defined in Chapter
5. We show the success of our MTL
methodology by comparing its perfor-
mance with previous state-of-the-art ap-
proaches that do not consider this useful
information.

• Chapter 7 presents two different shared
tasks organized in the framework of this
doctoral thesis to promote the research
on emotion analysis and offensive lan-
guage detection in Spanish. The task
descriptions, the corpora and evaluation
measures used as well as the participants
and results achieved are described.

• Chapter 8 finally summarizes our con-
clusions where we present the main find-
ings of this doctoral thesis and suggest
future research directions within offen-
sive language research.

3 Main contributions

The research conducted in this doctoral the-
sis has resulted in several contributions that
support the hypothesis outlined in Section
1.2.

Contributions to support H1:

Contribution 1 The generation of dif-
ferent linguistic resources for offensive lan-
guage research and emotion analysis focused
mainly on Spanish (Plaza-del-Arco et al.,
2020; Plaza-del-Arco et al., 2021; Plaza-del-
Arco et al., 2022).

Contribution 2 We have developed our
annotation scheme for each of the resources
generated.

Contribution 3 Using the resources gen-
erated, we have organized different shared
tasks in the IberLEF evaluation campaign to
promote offensive language research in Span-
ish (Plaza-del-Arco et al., 2021a; Plaza-del-
Arco et al., 2021).

Contributions to support H2:

Contribution 4 We have identified differ-
ent linguistic phenomena that might be in-
volved in the expression of the offense.

Contribution 5 We have proposed the
main methodology conducted in this doc-
toral thesis which follows an MTL paradigm
and relies on integrating the selected linguis-
tic phenomena in a comprehensive computa-
tional system for detecting offensive language
more accurately (Plaza-del-Arco et al., 2021;
Plaza-del-Arco et al., 2022).

Contributions to support H3:

Contribution 6 We have applied the pro-
posed approach to different scenarios in-
volved in offensive language research includ-
ing sexism, hate speech, and toxicity.

Contribution 7 We have analyzed which
linguistic phenomena benefit the most in each
scenario through extensive experiments. We
have provided a valuable discussion with the
primary findings for each scenario (Plaza-
del-Arco et al., 2021c; Plaza-del-Arco et al.,
2021b; Plaza-del-Arco et al., 2022; Plaza-del-
Arco et al., 2022)

Contribution 8 The superior performance
of our proposed approach over the previous
state-of-the-art approaches.
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SEPLN 2024 

XL CONGRESO INTERNACIONAL DE LA SOCIEDAD 

ESPAÑOLA PARA EL PROCESAMIENTO DEL LENGUAJE 

NATURAL 

24-27 de septiembre 2024
http://sepln2024.infor.uva.es/

1 Presentación 

La XL edición del Congreso Internacional de la 

Sociedad Española para el Procesamiento del 

Lenguaje Natural (SEPLN) se celebrará los días 
24, 25, 26 y 27 de septiembre de 2024, 

celebrándose el primer día una jornada de 

trabajo. 

La ingente cantidad de información disponible 

en formato digital y en las distintas lenguas que 

hablamos hace imprescindible disponer de 

sistemas que permitan acceder a esa enorme 

biblioteca que es Internet de manera cada vez 

más estructurada. 

En este mismo escenario, hay un interés 

renovado por la solución de los problemas de 

accesibilidad a la información y de mejora de 

explotación de esta en entornos multilingües. 

Muchas de las bases formales para abordar 

adecuadamente estas necesidades han sido y 

siguen siendo establecidas en el marco del 

procesamiento del lenguaje natural y de sus 

múltiples vertientes: extracción y recuperación 

de información, sistemas de búsqueda de 

respuestas, traducción automática, análisis 

automático del contenido textual, resumen 

automático, generación textual y 

reconocimiento y síntesis de voz. 

2 Objetivos 

El objetivo principal del congreso es ofrecer un 

foro para presentar las últimas investigaciones y 

desarrollos en el ámbito de trabajo del 

Procesamiento del Lenguaje Natural (PLN) 

tanto a la comunidad científica como a las 

empresas del sector. También se pretende 

mostrar las posibilidades reales de aplicación y 

conocer nuevos proyectos I+D en este campo. 

Además, como en anteriores ediciones, se desea 

identificar las futuras directrices de la 

investigación básica y de las aplicaciones 

previstas por los profesionales, con el fin de 

contrastarlas con las necesidades reales del 

mercado. Finalmente, el congreso pretende ser 

un marco propicio para introducir a otras 

personas interesadas en esta área de 

conocimiento 

3 Áreas Temáticas 

Se anima a grupos e investigadores a enviar 

comunicaciones, resúmenes de proyectos o 

demostraciones en alguna de las áreas temáticas 

siguientes, entre otras: 

• Desarrollo de recursos y herramientas

lingüísticas.

• Análisis morfológico y sintáctico.

• Semántica, pragmática y discurso.

• Resolución de ambigüedad léxico-

semántica.

• Generación de texto monolingüe y

multilingüe.

• Traducción automática.

• Multimodalidad.

• Procesamiento del habla.

• Sistemas de diálogo / asistentes 

conversacionales.

• Indexación y recuperación de información

multimedia.

• Recuperación y extracción de información

monolingüe y multilingüe.

• Sistemas de búsqueda de respuestas.

• Evaluación de sistemas de PLN.

• Análisis automático de contenido textual.

• Análisis de opiniones y minería de la

argumentación.

• Detección de plagio.

• Procesamiento de la negación y la

especulación.

• Minería de texto en redes sociales.

• Resumen automático de texto.

• Simplificación de texto.

• Conocimiento y sentido común.

• PLN en el ámbito biomédico.
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• Generación de recursos didácticos basada

en PLN.

• PLN para lenguas con recursos limitados.

• Aplicaciones industriales del PLN.

• Aspectos éticos del PLN.

• Interpretabililidad y análisis de modelos

para PLN.

4 Formato del Congreso 

La duración prevista del congreso será de 

cuatro días, con sesiones dedicadas a la 

presentación de artículos, proyectos de 

investigación en marcha y demostraciones de 

aplicaciones. Además, tendrá lugar la sexta 

edición de IberLEF el día 24 de septiembre. 

5 Comité ejecutivo SEPLN 2024 

Presidencia del Comité Organizador 

• Valentín Cardeñoso Payo (Universidad de

Valladolid).

• David Escudero Mancebo (Universidad de

Valladolid).

Miembros: 

• Mario Corrales Astorgano (Universidad de

Valladolid).

• César González Ferreras (Universidad de

Valladolid).

• Eugenio Martínez Cámara (Universidad de

Jaén).

• Cristina Ruiz Urbón (Universidad de

Valladolid).

• Carlos E. Vivaracho (Universidad de

Valladolid).

Colaboradores: 

• David Fernández Martínez (Universidad de

Valladolid).

• David López García (Universidad de

Valladolid).

6 Consejo Asesor 

Miembros:  

• Xabier Arregi (Universidad del País Vasco,

España)

• Aitziber Atutxa (Universidad del País

Vasco, España)

• Miguel Ángel Alonso Pardo (Universidad

de La Coruña, España)

• Manuel de Buenaga (Universidad de

Alcalá, España)

• Jose Camacho Collados (Universidad de

Cardiff, Reino Unido)

• Sylviane Cardey-Greenfield (Centre de

recherche en linguistique et traitement

automatique des langues, Francia)

• Irene Castellón (Universidad de Barcelona,

España)

• Arantza Díaz de Ilarraza (Universidad del

País Vasco, España)

• Antonio Ferrández (Universidad de 

Alicante, España) 

• Koldo Gojenola (Universidad del País

Vasco, España)

• José Miguel Goñi (Universidad Politécnica

de Madrid, España)

• Inma Hernaez (Universidad del País Vasco,

España)

• Elena Lloret (Universidad de Alicante,

España)

• Ramón López-Cózar Delgado (Universidad

de Granada, España)

• Bernardo Magnini Fondazione (Bruno 

Kessler, Italia)

• Nuno J. Mamede (Instituto de Engenharia

de Sistemas e Computadores, Portugal)

• M. Teresa Martín Valdivia (Universidad de

Jaén, España)

• Patricio Martínez-Barco (Universidad de

Alicante, España)

• Eugenio Martínez Cámara (Universidad de

Jaén, España)

• Paloma Martínez Fernández (Universidad

Carlos III, España)

• Raquel Martínez Unanue (Universidad

Nacional de Educación a Distancia,

España)

• Ruslan Mitkov (University of 

Wolverhampton, Reino Unido) 

• Arturo Montejo Ráez (Universidad de Jaén,

España)

• Manuel Montes y Gómez (Instituto

Nacional de Astrofísica, Óptica y

Electrónica, México)

• Rafael Muñoz Guillena (Universidad de

Alicante, España)

• Mariana Neves (German Federal Institute

for Risk Assessment, Alemania)

• Lluís Padró Universidad (Politécnica de

Cataluña, España)

• Manuel Palomar (Universidad de Alicante,

España)

• Ferrán Pla (Universidad Politécnica de

Valencia, España)
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• German Rigau (Universidad del País

Vasco, España)

• Álvaro Rodrigo Yuste (Universidad

Nacional de Educación a Distancia,

España).

• Paolo Rosso (Universidad Politécnica de

Valencia, España)

• Leonel Ruiz Miyares (Centro de Lingüística

Aplicada de Santiago de Cuba, Cuba)

• Horacio Saggion (Universidad Pompeu

Fabra, España)

• Emilio Sanchís (Universidad Politécnica de

Valencia, España)

• Encarna Segarra (Universidad Politécnica

de Valencia, España)

• Thamar Solorio (University of Houston,

Estados Unidos de América)

• Maite Taboada (Simon Fraser University,

Canadá)

• Mariona Taulé (Universidad de Barcelona,

España)

• Juan-Manuel Torres-Moreno (Laboratoire

Informatique d’Avignon / Université

d’Avignon, Francia)

• José Antonio Troyano Jiménez 

(Universidad de Sevilla, España)

• L. Alfonso Ureña López (Universidad de

Jaén, España)

• Rafael Valencia García (Universidad de

Murcia, España)

• René Venegas Velásques (Pontificia 

Universidad Católica de Valparaíso, Chile) 

• Felisa Verdejo Maíllo (Universidad

Nacional de Educación a Distancia,

España)

• Manuel Vilares (Universidad de la Coruña,

España)

• Luis Villaseñor-Pineda (Instituto Nacional
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México)

7 Fechas importantes 

Fechas para la presentación y aceptación de 

comunicaciones:  

• Fecha límite para la entrega de 

comunicaciones: 17 de marzo de 2024. 

• Notificación de aceptación: 16 de mayo de

2024.

• Fecha límite para entrega de la versión

definitiva: 31 de mayo de 2024.
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Información para los Autores 

Formato de los Trabajos 

• La longitud máxima admitida para las contribuciones será de 10 páginas DIN A4 (210 x 297

mm.), además de referencias y figuras.

• Los artículos pueden estar escritos en inglés o español. El título, resumen y palabras clave

deben escribirse en ambas lenguas.

• El formato será en Word o LaTeX

Envío de los Trabajos 

• El envío de los trabajos se realizará electrónicamente a través de la plataforma de envío

publicada en: http://www.sepln.org/la-revista/informacion-para-autores.

• Para los trabajos con formato LaTeX se enviará el archivo PDF.

• Para los trabajos con formato Word se mandará el archivo PDF junto al DOC o RTF.

• Para más información http://www.sepln.org/index.php/la-revista/informacion-para-autores
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Información Adicional

Funciones del Consejo de Redacción

Las funciones del Consejo de Redacción o Editorial de la revista SEPLN son las siguientes: 

• Controlar la selección y tomar las decisiones en la publicación de los contenidos que han de conformar

cada número de la revista.

• Política editorial.

• Preparación de cada número.

• Relación con los evaluadores y autores.

• Relación con el comité científico.

El consejo de redacción está formado por los siguientes miembros 

L. Alfonso Ureña López (Director)

Universidad de Jaén 

laurena@ujaen.es 

Patricio Martínez Barco (Secretario) 

Universidad de Alicante 

patricio@dlsi.ua.es 

Manuel Palomar Sanz 

Universidad de Alicante 

mpalomar@dlsi.ua.es 

Felisa Verdejo Maíllo 

UNED 

felisa@lsi.uned.es 

Funciones del Consejo Asesor

Las funciones del Consejo Asesor o Científico de la revista SEPLN son las siguientes: 

• Marcar, orientar y redireccionar la política científica de la revista y las líneas de investigación a

potenciar.

• Representación.

• Impulso a la difusión internacional.

• Capacidad de atracción de autores.

• Evaluación.

• Composición.

• Prestigio.

• Alta especialización.

• Internacionalidad.

El Consejo Asesor está formado por los siguientes miembros: 

Xabier Arregi Universidad del País Vasco (España) 

Aitziber Atutxa Universidad del País Vasco (España) 

Miguel Ángel Alonso Pardo Universidad de La Coruña (España) 

Manuel de Buenaga Universidad de Alcalá (España) 

Jose Camacho Collados Universidad de Cardiff (Reino Unido) 

Sylviane Cardey-Greenfield Centre de recherche en linguistique et traitement automatique des langues 

(Francia) 

Irene Castellón Universidad de Barcelona (España) 

Arantza Díaz de Ilarraza Universidad del País Vasco (España) 

Antonio Ferrández Universidad de Alicante (España) 

Koldo Gojenola Universidad del País Vasco (España) 

José Miguel Goñi Universidad Politécnica de Madrid (España) 

Inma Hernaez Universidad del País Vasco (España) 

Elena Lloret Universidad de Alicante (España) 

Ramón López-Cózar Delgado Universidad de Granada (España) 

Bernardo Magnini Fondazione Bruno Kessler (Italia) 

Nuno J. Mamede Instituto de Engenharia de Sistemas e Computadores (Portugal) 

M. Teresa Martín Valdivia Universidad de Jaén (España) 

Patricio Martínez-Barco Universidad de Alicante (España) 
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Eugenio Martínez Cámara Universidad de Jaén (España) 

Paloma Martínez Fernández Universidad Carlos III (España) 

Raquel Martínez Unanue Universidad Nacional de Educación a Distancia (España) 

Ruslan Mitkov University of Wolverhampton (Reino Unido) 

Arturo Montejo Ráez Universidad de Jaén (España) 

Manuel Montes y Gómez Instituto Nacional de Astrofísica, Óptica y Electrónica (México) 

Rafael Muñoz Guillena Universidad de Alicante (España) 

Mariana Neves German Federal Institute for Risk Assessment (Alemania) 

Lluís Padró Universidad Politécnica de Cataluña (España) 

Manuel Palomar Universidad de Alicante (España) 

Ferrán Pla Universidad Politécnica de Valencia (España) 

German Rigau Universidad del País Vasco (España) 

Álvaro Rodrigo Yuste Universidad Nacional de Educación a Distancia (España). 

Paolo Rosso Universidad Politécnica de Valencia (España) 

Leonel Ruiz Miyares Centro de Lingüística Aplicada de Santiago de Cuba (Cuba) 

Horacio Saggion Universidad Pompeu Fabra (España) 

Emilio Sanchís Universidad Politécnica de Valencia (España) 

Encarna Segarra Universidad Politécnica de Valencia (España) 

Thamar Solorio University of Houston (Estados Unidos de América) 

Maite Taboada Simon Fraser University (Canadá) 

Mariona Taulé Universidad de Barcelona (España) 

Juan-Manuel Torres-Moreno Laboratoire Informatique d’Avignon / Université d’Avignon (Francia) 

José Antonio Troyano Jiménez Universidad de Sevilla (España) 

L. Alfonso Ureña López Universidad de Jaén (España) 

Rafael Valencia García Universidad de Murcia (España) 

René Venegas Velásques Pontificia Universidad Católica de Valparaíso (Chile) 

Felisa Verdejo Maíllo Universidad Nacional de Educación a Distancia (España) 

Manuel Vilares Universidad de la Coruña (España) 

Luis Villaseñor-Pineda Instituto Nacional de Astrofísica, Óptica y Electrónica (México) 

Cartas al director

Sociedad Española para el Procesamiento del Lenguaje Natural 

Departamento de Informática. Universidad de Jaén 

Campus Las Lagunillas, Edificio A3. Despacho 127. 23071 Jaén 

secretaria.sepln@ujaen.es 

Más información

Para más información sobre la Sociedad Española del Procesamiento del Lenguaje Natural puede consultar la 

página web http://www.sepln.org. 

Si desea inscribirse como socio de la Sociedad Española del Procesamiento del Lenguaje Natural puede 

realizarlo a través del formulario web que se encuentra en esta dirección http://www.sepln.org/sepln/inscripcion-

para-nuevos-socios 

Los números anteriores de la revista se encuentran disponibles en la revista electrónica: 

http://journal.sepln.org/sepln/ojs/ojs/index.php/pln/issue/archive 

Las funciones del Consejo de Redacción están disponibles en Internet a través de http://www.sepln.org/la-

revista/consejo-de-redaccion. 

Las funciones del Consejo Asesor están disponibles Internet a través de la página http://www.sepln.org/la-

revista/consejo-asesor. 

La inscripción como nuevo socio de la SEPLN se puede realizar a través de la página 

http://www.sepln.org/sepln/inscripcion-para-nuevos-socios 
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