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Abstract: In the age of large language models, artificial intelligence’s goal has evol-
ved to assist humans in unprecedented ways. As LLMs integrate into society, the
need for comprehensive evaluations increases. These systems’ real-world acceptance
depends on their knowledge, reasoning, and argumentation abilities. However, incon-
sistent standards across domains complicate evaluations, making it hard to compare
models and understand their pros and cons. Our study focuses on illuminating the
evaluation processes for these models. We examine recent research, tracking current
trends to ensure evaluation methods match the field’s rapid progress requirements.
We analyze key evaluation dimensions, aiming to deeply understand factors affecting
models performance. A key aspect of our work is identifying and compiling major
performance challenges and hazards in evaluation, an area not extensively explored
yet. This approach is necessary for recognizing the potential and limitations of these
AI systems in various domains of the evaluation.
Keywords: Large language models, evaluation, evaluation challenges and hazards,
evaluation dimensions.

Resumen: En la era de los modelos de lenguaje de gran escala, el objetivo de la
inteligencia artificial ha evolucionado para asistir a personas de maneras sin prece-
dentes conocidos. A medida que los modelos se integran en la sociedad, aumenta la
necesidad de evaluaciones exhaustivas. La aceptación de estos sistemas en el mundo
real depende de sus habilidades de conocimiento, razonamiento y argumentación. Sin
embargo, estándares inconsistentes entre dominios complican la evaluación, dificul-
tando la comparación de modelos y la comprensión de su funcionamiento. Nuestro
estudio se enfoca en organizar y aclarar los procesos de evaluación de estos mo-
delos. Examinamos investigaciones recientes para analizar las tendencias actuales
e investigar si los métodos de evaluación se ajustan a los requisitos del progreso.
Finalmente, identificamos y detallamos los principales desaf́ıos y riesgos que afectan
la evaluación, un área que aún no ha sido explorada extensamente. Este enfoque es
necesario para reconocer las limitaciones actuales, el potencial y las particularidades
de la evaluación de estos sistemas.
Palabras clave: Modelos de lenguaje de gran escala, evaluación, desaf́ıos y riesgos
de evaluación, dimensiones de la evaluación.

1 Introduction

Since the early days of expert systems, it has
been recognized that for these systems to be
accepted in real-world domains, they must
not only demonstrate their knowledge (Khal-
fa, 1994) but also be able to reason and ar-
gue about it (Buchanan and Shortliffe, 1984;
Lacave and Dı́ez, 2002; Korb and Nicholson,
2010). In the era of large language models
(LLM), the aim of artificial intelligence has

shifted from merely imitating natural intelli-
gence to supporting humans in novel unpre-
cedented ways (Deng and Lin, 2022). The ac-
ceptance of AI by users hinges on the qua-
lity of the evaluations performed. The advent
of pre-trained language models has marked a
significant advancement. These models, deve-
loped by training Transformer models (Vas-
wani et al., 2017) on extensive corpora, ha-
ve exhibited exceptional capabilities in various
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natural language processing (NLP) tasks, so-
metimes presumably surpassing human per-
formance (Orrù et al., 2023; Hadi et al., 2023a;
Zhao et al., 2023; Chang et al., 2023). The re-
cent surge in LLM performance evaluation re-
flects the complexity and necessity of tailored
evaluation approaches.

Recently, the evaluation of LLMs has con-
tinuously evolved, placing greater focus on
evaluation beyond fixed knowledge traditional
datasets and focusing on innovative aspects,
such as: comprehensive assessments (Xu et
al., 2023a), ethical considerations (Head et al.,
2023), and sustainability (Khowaja, Khuwa-
ja, and Dev, 2023). These aspects are now
considered alongside the traditional evalua-
tions of knowledge and generalization capabi-
lities. As LLMs increasingly become a part of
our societal frameworks, the need for multi-
dimensional and thorough evaluations beco-
mes more pronounced. This diverse range of
evaluation approaches not only improves the
quality of LLMs but also ensures their res-
ponsible and advantageous application in real-
world scenarios. Consequently, the process of
evaluating LLMs has become a crucial com-
ponent closely tied to the development and
refinement of these models.

The evaluation criteria for LLMs, including
BERT (Aftan and Shah, 2023), GPT-3 (Flo-
ridi and Chiriatti, 2020), InstructGPT (Ou-
yang et al., 2022), PaLM (Chowdhery et al.,
2022), GPT-4 (OpenAI, 2023), LLaMA (Tou-
vron et al., 2023) and their successors (Leh-
man et al., 2023), is turning into a complex
and multifaceted process crucial for unders-
tanding their capabilities, limitations, and im-
pacts. Traditional metrics like perplexity (Ga-
mallo, Campos, and Alegria, 2017) and BLEU
score (Reiter, 2018), focusing on linguistic
accuracy and fluency, are no longer suffi-
cient (Tang, Chuang, and Hu, 2023). As LLMs
become more advanced, their evaluation also
needs to evolve, encompassing a broader range
of criteria to ensure their robustness, effecti-
veness, fairness, interpretability, environmen-
tal impact and safety in task-specific settings.
Recent evaluations have concentrated on seve-
ral key aspects:

1. Robustness and Generalization:
testing across diverse topics and contexts to
ensure consistent performance even in unfa-
miliar scenarios. Generalization tests are es-
sential as they assess a model’s ability to ef-
fectively apply its acquired knowledge to new

and unfamiliar domains (Dong et al., 2023).

2. Fairness and Bias Testing: LLMs can
inadvertently perpetuate societal biases pre-
sent in their training data. Rigorous testing is
required to identify and mitigate biases to pre-
vent discrimination over race, gender, or other
sensitive attributes (Li et al., 2023; Huang et
al., 2023).

3. Interpretability and Explainabi-
lity: understanding the decision-making pro-
cess of LLMs is vital. Interpretability tools
and methods are being developed to provi-
de insights into model’s knowledge. Transpa-
rency is crucial for trust and reliability in sen-
sitive applications (Saha et al., 2023).

4. Environmental Impact: computatio-
nal demands of training and operating large
models have brought attention to their envi-
ronmental effects. Assessing these models for
energy efficiency and carbon footprint is now
crucial, guiding the field towards sustainable
practices (Rillig et al., 2023).

5. Task-Specific Evaluations: task-
specific evaluations are vital beyond just gene-
ral metrics. For instance, in a translation task,
fluency and cultural appropriateness are key,
while in a medical diagnosis application, ac-
curacy and reliability are paramount (Chang
et al., 2023).

6. Human-Centric Evaluations: inclu-
ding human judgment in evaluation processes
is becoming more popular. Human evaluators
offer detailed feedback on elements such as
usefulness, coherence, empathy, and the sui-
tability of responses, areas where automated
metrics may fall short (Ouyang et al., 2022;
Zhong et al., 2023).

7. Adversarial Testing: Exposing LLMs
to adversarial examples, where inputs are deli-
berately modified to test the model’s resilien-
ce, is another emerging evaluation strategy.
This helps in understanding the limits of a
model’s understanding and reasoning capabi-
lities (Xu et al., 2023b).

Recent advancements in LLM evaluations
have led to diverse, non-standardized approa-
ches. A comprehensive evaluation approach is
crucial for developing robust, fair, and effi-
cient models, but it introduces challenges such
as complexity, consistency, resource demands,
and adaptability. The wide array of evaluation
areas requires unique methodologies, tools,
and expertise, making the process complex
and resource-intensive. With varying stan-
dards and benchmarks across domains, consis-
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tency in evaluations is difficult, complicating
model comparisons and full understanding of
their strengths and weaknesses. Furthermore,
finding a balance among different evaluation
criteria is challenging. Enhancing a model’s
performance in one task could compromise its
effectiveness in another area. Under these cir-
cumstances, there’s also a risk of overemphasi-
zing certain domains, like reading comprehen-
sion, machine translation or generability, at
the expense of others, such as truthfulness,
fairness or interpretability. This imbalance can
lead to models excelling in certain tasks but
falling short in vital areas. Additionally, do-
mains involving human-centric criteria, such
as ethics or user satisfaction, bring subjecti-
vity into evaluations, causing inconsistent out-
comes and interpretations. For newcomers or
smaller institutions, the broad spectrum of
evaluation areas poses a challenge. The need
for extensive resources and expertise to per-
form thorough evaluations may limit innova-
tion and diversity in the research community

In the current landscape, where even the
challenges of LLM evaluation are not clearly
defined, this study aims to clarify the well-
known evaluation domains of LLMs. By re-
viewing the latest in LLM research, we aim
to highlight recent trends and keep evaluation
methods aligned with the rapid developments
in this field. An ongoing challenge is to en-
sure these evaluation domains and methodo-
logies remain updated. Additionally, this re-
search attempts to link the main hazards as-
sociated with key LLM evaluation dimensions,
an area that has not yet been thoroughly ex-
plored. Understanding these hazards is cru-
cial for creating more effective evaluation sce-
narios for LLMs. However, tackling these ha-
zards demands a multi-disciplinary approach
that goes beyond technical solutions, incorpo-
rating considerations of ethics, user experien-
ce, and societal impact. As LLMs continue to
advance, methods for evaluating and addres-
sing these hazards must also evolve.

This study is organized as follows: Sec-
tion 1, “Introduction”, sets the stage and
context for our work. Section 2, “Review on
LLM evaluation”, reviews the dimensions of
LLM evaluation based on current research and
analyzes the performance of state-of-the-art
LLMs. Section 3, “Discussion on LLM eva-
luation”, delves into a detailed discussion on
LLM evaluation, highlighting the primary ha-
zards associated with these evaluation dimen-

sions. Section 4, “Description of main ha-
zards”, specifically focuses on identifying and
detailing the main hazards in LLM evalua-
tion. Finally, Section 5, “Conclusions”, sum-
marizes our findings, outlines future research
directions, and discusses the limitations.

2 Review on LLM evaluation

LLMs are increasingly popular in both aca-
demic and industrial settings due to their re-
markable performance across various appli-
cations (Devlin et al., 2018; Gao and Lin,
2004; Kasneci et al., 2023; Zhao et al., 2023).
As LLMs become more integral to research
and everyday use, understanding their poten-
tial risks at both task and societal levels is
essential. Recent years have seen considera-
ble efforts in evaluating and assessing LLMs
from multiple angles. Typically, LLMs are de-
fined as language models with hundreds of bi-
llions of parameters, trained on vast text data-
sets (Shanahan, 2022). Most LLMs share simi-
lar model architectures, based in the Transfor-
mer architecture, and pre-training objectives,
such as language modeling, with size varia-
ble training parameters. The key distinction
of LLMs lies in their significantly larger sca-
le in terms of model size, data used for trai-
ning, and computational power. This scaling
enables them to better comprehend natural
language and generate high-quality text ba-
sed on given contexts or prompts. The impro-
vement in capability with model size is par-
tially explained by the scaling law, where per-
formance increases substantially with model
size (Kaplan et al., 2020). However, certain
abilities, as noted in (Zhao et al., 2023), only
become apparent when the model size reaches
a specific threshold, deviating from what the
scaling law predicts.

LLMs have recently received substantial in-
terest in both academic and industrial sec-
tors (Bommasani et al., 2021; Wei et al., 2022;
Zhao et al., 2023). As indicated by recent re-
search (Bubeck et al., 2023), the impressive
performance of LLMs has sparked optimism
about their potential as a form of Artificial
General Intelligence (AGI). Unlike previous
models limited to specific tasks, LLMs are
adept at a wide range of tasks, from gene-
ral language tasks to domain-specific applica-
tions. This versatility makes them increasingly
popular among users with critical information
needs.

Furthermore, these billion-parameter mo-
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dels, despite being resource-intensive, are sur-
prisingly user-friendly. They don’t demand ac-
cess to specialized hardware or software, nor a
deep understanding of machine learning or na-
tural language processing. Instead, LLMs are
accessible through APIs and are capable –or
at least claimed to be– of handling complex
tasks with minimal (few-shot) or no (zero-
shot) prior information. This accessibility of-
fers a more intuitive and natural way of in-
teracting with computers (de Wynter et al.,
2023). The complexity inherent in the linguis-
tic interactions of a LLM makes it challenging
to establish a concise, standardized method
for assessing its quality or gaining a deeper un-
derstanding of how to evaluate its composed
representations. Consequently, a diverse array
of evaluation methods for LLMs is emerging
to address these multiple challenges.

This section provides a detailed review of
the principal methods used to evaluate LLMs
in the state-of-the-art, highlighting several cri-
tical dimensions. In line with recent trends,
these evaluations focus on various aspects: (i)
robustness and generalization reliability of the
models, (ii) fairness and the presence of bias
in model outputs, (iii) interpretability and ex-
plainability of the models, (iv) environmental
impact of the models, (v) task-specific evalua-
tion such as translation or summarization, (vi)
human-centric evaluation including user trust
and confidence, and (vii) resilience against ad-
versarial testing.

Current consensus in the field of LLM eva-
luation suggests that it should be structured
around three key dimensions, each encompas-
sing distinct aspects and challenges: (dimen-
sion 1) the scope of the evaluation, (dimension
2) the extent of the evaluation, and (dimen-
sion 3) the procedure of the evaluation.

The studies conducted by (Orrù et al.,
2023; Hadi et al., 2023a; Chang et al., 2023;
Zhao et al., 2023) are among the first com-
prehensive surveys in this area. They concur
on the importance of these three dimensions
for LLM evaluation. The first dimension co-
vers the range of evaluation tasks applicable to
LLMs. The second dimension focuses on selec-
ting suitable scenarios for the evaluation (i.e.
benchmarks). The third dimension deals with
the actual evaluation process, employing the
chosen tasks, datasets or benchmarks. These
dimensions collectively form the cornerstone
of effective evaluation. We will now describe
each of these dimensions in detail.

2.1 Fixed-knowledge evaluation

Evaluating fixed-knowledge in LLMs is com-
plex, with no universal solution fitting all sce-
narios. The primary aim of such evaluations
is to compare different systems that genera-
te varied representations for a specific task.
Although the ultimate objective is to apply
these models in high-level tasks or market ap-
plications, evaluating them on manually anno-
tated, more detailed tasks often provides dee-
per insights and facilitates error analysis in
controlled environments. In fact, focusing on
intermediate tasks has been instrumental in
advancing fixed-knowledge evaluation, thanks
to widely-used datasets in key natural langua-
ge processing (NLP) categories.

Main categories in NLP encompass Na-
tural Language Understanding (Bates, 1995)
and Natural Language Generation (McDo-
nald, 2010) tasks. Examples include text clas-
sification (Song et al., 2014), reading com-
prehension (Baradaran, Ghiasi, and Amirkha-
ni, 2022), machine translation (Baltrušaitis,
Ahuja, and Morency, 2018), language mo-
deling (Min et al., 2023), grammar analy-
sis (Wang et al., 2020), code generation (Shin
and Nam, 2021), question answering (Bou-
ziane et al., 2015), dialogue (Motger, Franch,
and Marco, 2022), logic reasoning (Costantini,
2002), language inference (Storks, Gao, and
Chai, 2019), truthfulness (Oshikawa, Qian,
and Wang, 2018), fact checking (Lazarski,
Al-Khassaweneh, and Howard, 2021), toxi-
city detection (Garg et al., 2023), bias detec-
tion (Garg et al., 2023), multimodality (Er-
dem et al., 2022), summarization (Awasthi et
al., 2021), negation (Mahany et al., 2022), sen-
timent analysis (Zhang, Wang, and Liu, 2018),
semantic understanding (Salloum, Khan, and
Shaalan, 2020), and more.

2.2 Evaluation of versatility

Evaluating how well foundational models
handle tasks at a human level is crucial in
their development towards AGI. Traditional
fixed-knowledge datasets, often based on sin-
gle tasks might not fully capture human-like
abilities, as the latter ones potentially combi-
ne multiple objectives.Thus, the approach of
fixed-knowledge evaluation for LLMs is beco-
ming recognized as inadequate for a thorough
assessment. This method, which uses a static
set of datasets, falls short due to the dynamic
and complex nature of language and know-
ledge, as well as the continuous evolution of
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LLMs. Such evaluations don’t always reflect
the real-world versatility and adaptability re-
quired of these advanced systems.

The shortcomings of fixed-knowledge eva-
luation have prompted the creation of large-
scale, dynamic benchmarks. These bench-
marks are tailored to encompass a wider ran-
ge of language understanding and generation
tasks, striving to be more inclusive and reflec-
tive of real-world language usage. They typi-
cally involve diverse and complex tasks, exten-
sive enough to capture broad linguistic trends.
Additionally, these benchmarks often incorpo-
rate considerations of fairness, bias detection,
and ethics, acknowledging the increasing im-
portance of social responsibility in LLMs. By
assessing models against these expanded cri-
teria, we can better ensure their linguistic pro-
ficiency as well as their ethical and social in-
tegrity (Zhong et al., 2023).

Recently, a variety of benchmarks have
been developed to evaluate LLMs across a ran-
ge of tasks. We now enumerate and briefly des-
cribe some of the most notables:

GLUE (Wang et al., 2018) (General Lan-
guage Understanding Evaluation) and SU-
PERGLUE (Wang et al., 2018) consist of sota
benchmarks designed to mimic real-world lan-
guage processing scenarios. They encompass a
variety of tasks such as text classification, ma-
chine translation, reading comprehension, and
dialogue generation, offering a comprehensive
assessment of capabilities.

PromptBench (Zhu et al., 2023) highlights
the sensitivity of current LLMs to adversarial
prompts, underscoring the need for meticulous
prompt engineering.

WinoGrande (Sakaguchi et al., 2021) is a
benchmark designed to test AI systems’ com-
mon sense reasoning and natural language un-
derstanding. It features a series of nearly iden-
tical sentence pairs, each with a subtle varia-
tion that alters the meaning of a crucial word.
The test for AI systems is to accurately inter-
pret these sentences and resolve the ambigui-
ties.

AGIEVAL (Zhong et al., 2023) stands
out as a human-centric benchmark based on
standardized exams. It encompasses a diver-
se array of tests, including college entran-
ce exams, law school admission tests, math
competitions, and lawyer qualification exams.
This benchmark is designed to evaluate AI
systems in contexts that require a high level
of academic and professional understanding.

Another significant benchmark is MM-
LU (Hendrycks et al., 2020) (Massive Multi-
task Language Understanding). MMLU offers
a comprehensive evaluation framework to test
AI models’ language understanding across va-
rious subjects and disciplines. It includes tasks
from humanities and social sciences to STEM
fields, aiming to gauge the models’ depth and
breadth of knowledge. MMLU is distinctive
for its focus on complex comprehension and
reasoning, challenging language models to de-
monstrate their understanding and processing
abilities across diverse areas of expertise.

BigBench (Ghazal et al., 2013) is recog-
nized as an industry-standard benchmark for
big data analytics. BIG-bench benchmark ser-
ves as a thorough and varied tool for eva-
luating LLMs. It covers a broad spectrum of
tasks, testing different aspects of NLU and
NLG, and extends beyond the scope of tradi-
tional benchmarks. BIG-bench is specifically
designed to challenge LLMs in areas like ad-
vanced reasoning, creativity, and comprehen-
sion of complex and subtle language nuances.

HELM (Liang et al., 2022) offers a com-
prehensive evaluation framework for LLMs.
It assesses language models on multiple
fronts, including NLU, NLG, coherence, con-
text sensitivity, common-sense reasoning, and
domain-specific knowledge. The goal of HELM
is to provide a holistic evaluation of langua-
ge models, gauging their performance across
a variety of tasks and domains.

HellaSwag (Zellers et al., 2019) is a bench-
mark specifically designed to assess common
sense reasoning and contextual understanding
in LLMs. It provides context-rich scenarios,
each accompanied by multiple-choice endings,
and the model’s task is to select the most plau-
sible conclusion for each scenario. The scena-
rios in HellaSwag are intentionally diverse and
challenging, often demanding a nuanced com-
prehension of everyday activities and situa-
tions. This benchmark aims to advance AI ca-
pabilities in complex, real-world common sen-
se reasoning.

The HumanEval benchmark (Chen et al.,
2021) is designed to test the code generation
abilities of LLMs. It presents a series of pro-
gramming challenges, each consisting of a fun-
ction signature, a body with a TODO com-
ment, and several unit tests. The model’s task
is to complete the function body so that it
successfully passes all the tests. HumanEval
specifically focuses on models’ capacity for
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understanding and generating functional pro-
gramming code. It evaluates the algorithmic
thinking, problem-solving, and coding skills,
making it an important tool for gauging soft-
ware development skills.

The GSM benchmark (Cobbe et al., 2021)
is tailored to test LLMs’ mathematical reaso-
ning skills. It comprises grade-school level
math problems that span a range of mathe-
matical skills, from basic arithmetic to ad-
vanced problem-solving. This benchmark cha-
llenges AI models to comprehend and mani-
pulate numerical information, execute calcu-
lations, and utilize mathematical concepts to
solve problems. GSM is particularly valuable
for evaluating capabilities in logical reasoning
and numerical understanding.

2.3 Methodology of the evaluation

The third dimension of evaluation revolves
around the evaluation methodology and par-
ticularly whether human judgment is incor-
porated into the process. Incorporating hu-
man feedback into the evaluation of LLMs is
becoming increasingly essential, complemen-
ting automated scoring metrics like BLEU
or perplexity. While automated metrics offer
valuable quantitative data, they often miss
the nuanced, qualitative elements of langua-
ge crucial for a comprehensive understan-
ding and enhancement of knowledge-based
systems (Qin et al., 2023; Bang et al., 2023).

Automated metrics are typically designed
to assess specific linguistic aspects, such as
grammatical accuracy or lexical similarity to a
reference text. However, effective language use
involves more than just grammatical correct-
ness. It encompasses context, cultural nuan-
ces, pragmatics, and the conveyance of subtle
meanings, which automated metrics may not
fully grasp. Human evaluators bring a cru-
cial perspective to these qualitative elements,
providing a more complete evaluation of per-
formance. Furthermore, human evaluation is
key in determining the relevance and coheren-
ce of LLM-generated content (Novikova et al.,
2017). A model may generate text that sco-
res highly on automated metrics like BLEU or
perplexity, but this doesn’t guarantee that the
content is contextually appropriate or cohe-
rent. Human reviewers are able to assess if
the text is useful, logical and consistent within
its context, factually accurate, and maintains
overall coherence.

Another crucial aspect of LLM evaluation

is assessing creativity and novelty in langua-
ge use. As LLMs are increasingly employed
for creative tasks the limitations of automa-
ted metrics become evident (Bubeck et al.,
2023). These metrics typically rely on compa-
risons with existing data and are not equipped
to judge originality. Human evaluators, on the
other hand, can appreciate and assess creati-
vity, offering insights vital for fostering inno-
vation in model development. Moreover, hu-
man input is indispensable in detecting and
addressing biases in LLM outputs. Automa-
ted metrics fall short in identifying biases or
ethical concerns in generated content. Human
evaluators, with their understanding of socie-
tal and cultural nuances, are better positioned
to spot when a model outputs biased or poten-
tially harmful content. This human oversight
is crucial for the development of responsible
and ethical AI systems. Additionally, human
evaluators play a pivotal role in user experien-
ce testing, particularly for LLM applications
designed for human interaction (Demetriadis
and Dimitriadis, 2023). Human feedback on
the engagement, usefulness, and enjoyment le-
vel of these interactions is invaluable, as it pro-
vides insights that automated metrics cannot
capture. This human-in-the-loop approach en-
sures that the models are not only technically
proficient but also effective and satisfying in
real-world interactions.

2.4 Qualitative performance

Much of the leading research on LLM eva-
luation involves empirical assessments using
many well-known models (Xu et al., 2022; Lai
et al., 2023; de Wynter et al., 2023; Zhao et
al., 2023; Zhang et al., 2023; Koh, Salakhut-
dinov, and Fried, 2023; Liu et al., 2021). This
includes GPT-3, GPT-3.5, InstructGPT, Lla-
Ma, PaLM, and their variants. This subsec-
tion synthesizes findings from readily availa-
ble off-the-shelf models and public research
or leaderboard results. The goal is to sum-
marize the overall qualitative performance of
LLMs as reflected in current state-of-the-art.
Notable evaluations of LLMs are detailed in
studies like (Hadi et al., 2023a; Zhao et al.,
2023). These investigations assess the effecti-
veness and superiority of LLMs across a broad
range of tasks and benchmarks, particularly in
relation to the first and second dimensions of
evaluation defined in Section 2.

Regarding the first dimension of evalua-
tion, (Zhao et al., 2023) primarily focused on
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language generation tasks, including language
modeling, conditional text generation, and co-
de synthesis. They also concentrated on know-
ledge utilization and complex reasoning tasks.
The authors aimed to cover the most widely
discussed or studied tasks in LLM evaluation,
rather than encompassing all specific tasks in
the NLU and NLG fields. The findings from
this investigation align with those of (Brown
et al., 2020; Costa-jussà et al., 2022), showing
that LLMs significantly outperform previous
state-of-the-art methods on fixed-knowledge
evaluation datasets. This is evident in pu-
blic leaderboards (e.g., SNLI, MNLI matched,
MNLI mismatched, X-NLI), where LLMs with
billions of parameters demonstrate clear su-
periority over smaller models in considerable
sized fixed-knowledge datasets. (Kaplan et al.,
2020) noted that performance in language mo-
deling tasks tends to adhere to the scaling law.
This suggests that increasing the size of lan-
guage models leads to improved accuracy and
lower perplexity, further underscoring the ad-
vantages of scaling up LLMs.

Conditional text generation, a key task in
NLG, focuses on creating text that meets spe-
cific requirements based on given conditions.
Studies by (Li et al., 2022; Zhao et al., 2023)
identify conditional generation as a complex
task, requiring at least an understanding of
machine translation, text summarization, and
question answering. While evaluation for these
tasks often intersects with the second dimen-
sion of evaluation, involving the use of seg-
ments from various fixed-knowledge datasets
to create more intricate benchmarks, LLMs
have shown exceptional performance. They
excel not only on existing datasets but also
on these comprehensive benchmarks, in some
cases even presumably outperforming human
abilities due to their advanced language gene-
ration skills. In line with these developments,
(OpenAI, 2023) reported significant progress
with GPT-4. This model has presumably al-
ready surpassed state-of-the-art methods, in-
cluding those with benchmark-specific trai-
ning, across a broad array of tasks like NLU,
commonsense reasoning, and mathematical
reasoning. Yet, the true nature of the model is
not known, nor the evaluation procedures em-
ployed in the validation of the model. There
might be several factors that affect the cited
surpass, such as data contamination among
others. As a consequence, until the evaluation
process is clarified it must be doubted that

the nature of that surpass is due to the model
generalization capabilities and not to conta-
mination (Sainz et al., 2023).

The study by (Bubeck et al., 2023) goes
a step further by likening GPT-4 to an early
form of AGI. They highlight GPT-4’s human-
like performance in real-world exams such as
Advanced Placement tests and the Gradua-
te Record Examination, covering areas like
mathematics, computer vision, and program-
ming. However, they also note significant li-
mitations in GPT-4’s performance. Consis-
tent with the scaling law observed in fixed-
knowledge evaluation, GPT-4 shows marked
improvements over GPT-3.5, which itself sur-
passed earlier GPT versions. (Bang et al.,
2023) provide a detailed analysis in which they
demonstrate (in 9 out of 13 NLP datasets) the
superiority of modern GPT over earlier LLMs
using zero-shot learning. Their work also re-
veals that recent GPT versions outdo fully
fine-tuned task-specific language models in 4
different tasks on the MMLU benchmark. For
the rest of the scenarios, GPT’s performan-
ce is comparable to, or slightly below, that of
fully fine-tuned models, though statistical sig-
nificance in these comparisons is not always
clear. (Srivastava et al., 2022) corroborate the-
se findings. They show that GPT-3 with con-
text can surpass a fine-tuned BERT-Large on
SuperGLUE score with only 32 example in-
puts. This further substantiates the scaling
law’s impact on LLM performance, which is
still in need of further investigation. In their
analysis of MMLU, (Hoffmann et al., 2022) de-
monstrate that LLMs nearly double the avera-
ge accuracy of human raters. Notably, GPT-
4 exhibits state-of-the-art performance in 5-
shot settings, achieving an average accuracy
improvement of over 10 % compared to the
previously best-performing model.

Regarding the third dimension of evalua-
tion, comparisons and investigations involving
LLMs are less common, partly due to the
high costs and complexities involved. Howe-
ver, recent studies, including (Creswell, Sha-
nahan, and Higgins, 2022), indicate that au-
tomatic metrics might underestimate the qua-
lity of LLM-generated content, while human
judgment tends to offer more favorable assess-
ments. This finding outlines the increasing ne-
cessity of incorporating human evaluation into
the loop, highlighting its crucial role in provi-
ding a more accurate measure of LLMs’ gene-
ration capability and quality.
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As efforts continue to focus on the develop-
ment of new metrics that better align with hu-
man judgment, human-in-the-loop LLM eva-
luation is increasingly incorporating tasks
that mimic pseudo-human judgments, like co-
de synthesis. In this task, LLMs are required
to do more than just generate high-quality na-
tural language as they also need to demons-
trate proficiency in creating formal langua-
ge that meets specific human-defined condi-
tions (Wang et al., 2022). This shift not only
tests LLMs’ natural language abilities but also
their capability to adhere to structured coding
requirements, offering a more comprehensive
evaluation framework.

Unlike in NLG, the quality of the generated
code can be directly verified through execu-
tion with appropriate compilers or interpre-
ters. Current research performed in this do-
main often evaluates the effectiveness of LLMs
by measuring the pass rate of the generated
code against human-designed test cases, len-
ding this method a pseudo-human evaluation
character. Recent developments have seen the
introduction of several code benchmarks focu-
sed on functional correctness to assess LLMs’
code synthesis capabilities. As these tasks in-
crease in complexity, smaller models often per-
form almost as random baselines (Perez et al.,
2022; Bradbury et al., 2018; Nijkamp et al.,
2023).

3 Discussion on LLM evaluation

Overall, state-of-the-art results in LLM eva-
luation reveal that increasing model size
seems to continuously improve performan-
ce. (Chowdhery et al., 2022) report that the
most advanced LLMs can surpass average hu-
man performance in many scenarios under a
few-shot setting, particularly in well-known
benchmarks assessing the models’ generali-
zing capabilities across various fixed know-
ledge settings. It is important to recognize
that human performance by itself is not uni-
versally defined within the state of the art.
This variability underscores the complexity
of directly comparing LLM capabilities with
human benchmarks. However, understanding
when and how LLMs develop these abilities
is crucial, as highlighted by (Fu, Peng, and
Khot, 2022). The fact that LLMs are prima-
rily developed by industry players, who often
don’t disclose critical training details like data
collection and cleaning, complicates efforts to
replicate and conduct detailed analyses.

(Zhao et al., 2023) argue that, despite their
progress and impact, the fundamental mecha-
nisms underlying LLMs remain largely unex-
plored. Also, there is a notable uncertainty
on why highly advanced abilities emerge in
LLMs, while the very same abilities are absent
in smaller models. This lack of understanding
calls for a more in-depth examination of the
key factors contributing to the superior capa-
bilities of billion-parameter LLMs.

The study by (Bang et al., 2023) high-
lights certain drawbacks and limitations of
LLMs, particularly in how they generalize.
They identify areas where LLMs, specifically
GPT variants, struggle. For example, GPT
models show weaknesses in inductive reaso-
ning, as opposed to deductive or abductive
reasoning. They also lack spatial reasoning
capabilities, although they perform better in
temporal reasoning. Another significant limi-
tation noted is in mathematical reasoning, a
concern also echoed by (Frieder et al., 2023).
Furthermore, (Bang et al., 2023) claims that
GPT-like models demonstrate acceptable per-
formance in causal and analogical reasoning.
They also note that these models are relati-
vely more proficient in commonsense reaso-
ning compared to non-textual semantic reaso-
ning.

All in all, there seems to be an unknown
number of hazards affecting the performan-
ce of LLMs across different evaluation dimen-
sions, but there has been limited analysis iden-
tifying these hazards. (Ji et al., 2023) con-
ducted a thorough investigation into the ha-
llucination hazard, which is one of the most
common one. Hallucinations in LLMs refer
to factual statements generated by the model
that cannot be verified based on the informa-
tion contained within its parametric memory,
spanning all the model’s knowledge. While ha-
llucination is perhaps the most recognized ha-
zard associated with LLMs, there exists a ran-
ge of other, less-known hazards that impact
evaluation. These hazards raise critical ques-
tions about the effectiveness of existing bench-
marks in properly evaluating and reflecting
LLMs’ capabilities. Acknowledging this cha-
llenge, the next section of our study aims to
highlight what we consider the most signifi-
cant performance affecting hazards in LLM
evaluation. This analysis spans across the th-
ree main dimensions of evaluation, aiming to
provide a comprehensive understanding of the
factors that influence LLM performance.
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4 Description of main hazards

This section enumerates a comprehensive list
of hazards in LLM evaluation, each linked to
a specific area or dimension of evaluation they
are associated with. With the understanding
of the factors that influence poor performance
we aim to clarify the current challenges in each
evaluation dimension.

The Reversal Curse. This Natural Lan-
guage Inference hazard refers to the pheno-
menon where models incorrectly assign higher
probability to the reverse of a true statement.
For instance, if a model recognizes “A im-
plies B”, it might also incorrectly assess “B
implies A” as true, showcasing a fundamental
misunderstanding of logical inference (Ma et
al., 2023; Berglund et al., 2023).

Lack of Common Sense Reasoning. As
a generalization of the previous hazard, LLMs
sometimes fail in tasks requiring common sen-
se reasoning, generating outputs that are lo-
gically absurd or factually incorrect (Kejriwal
et al., 2023).

Hallucination. A content generation do-
main hazard in which LLMs produce plausible
but entirely fabricated information, known as
hallucinations. This is particularly hazardous
in domains where factual accuracy is critical,
such as for fixed-knowledge evaluation. This
hazard has been very well documented in the
state-of-the-art (Ji et al., 2023; Puchert et al.,
2023; Bang et al., 2023).

Interpretability and Explainability Is-
sues. As LLMs grow in complexity, unders-
tanding the reasoning behind their decisions
becomes more challenging. This lack of trans-
parency is a hazard in applications where un-
derstanding model decision-making is crucial
for trust and reliability (Saha et al., 2023;
Saha et al., 2023).

Catastrophic Forgetting. In the domain
of the learning stability, this refers to a mo-
del’s tendency to forget previously learned in-
formation upon learning new data (Zhai et al.,
2023; Sun et al., 2020).

Bias and Stereotyping. Linked with fair-
ness and ethics, this hazard states that LLMs
can inherit and amplify biases present in their
training data. This includes gender, racial,
and cultural biases, leading to unfair or ste-
reotypical outputs. This is a significant ha-
zard where fairness and ethical considerations
are paramount, such as in the third dimen-
sion (Kotek, Dockum, and Sun, 2023).

Model Overfitting and memorization.
Generalization hazard that occurs when a mo-
del is too closely tailored to the training da-
ta and fails to perform well on unseen da-
ta (Peng, Wang, and Deng, 2023). This is a
critical hazard in evaluating the model’s abi-
lity to generalize beyond its training set af-
fecting all dimensions. Serious concerns regar-
ding memorization are raised by the authors
in (Sainz et al., 2023) where they expose test
data from benchmarks being present as trai-
ning for LLMs in different conditions.

Adversarial Attacks. LLMs can be vulne-
rable to adversarial attacks affecting the ro-
bustness domain, where slight, often imper-
ceptible, alterations to input data can lead
to drastically different outputs. This hazard
challenges the robustness and security of mo-
dels (Sainz et al., 2023; Sakaguchi et al., 2021;
Xu et al., 2023b).

Vulnerability to Misinformation When
trained on data containing misinformation,
LLMs can inadvertently propagate false or
misleading information (Saha et al., 2023).

Inconsistency in Long-Term Interac-
tions. Similar to the previous hazard, in
applications involving long-term interactions,
LLMs may exhibit inconsistency in persona-
lity or knowledge over time, affecting user ex-
perience and trust. Also, LLMs may struggle
with understanding and maintaining context
over longer conversations or texts, leading to
responses that are out of context or irrele-
vant (Chen, Arunasalam, and Celik, 2023).

Output Toxicity. Affecting content safety
domain, LLMs can generate harmful or offen-
sive content, especially if they are exposed to
such content. This is a significant hazard in
public-facing applications (Chetnani, 2023).

Echo Chamber Effect. In the domain of
content diversity LLMs can reinforce the sa-
me ideas or perspectives, especially if trained
on homogeneous data, leading to a lack of di-
versity in generated content and potentially
reinforcing biases (Demarco, de Zarate, and
Feuerstein, 2023).

Language and Cultural Limitations.
For cross-lingual domains, LLMs often strug-
gle with languages with low digital resources
or with cultural nuances, leading to poor per-
formance in multilingual or multicultural con-
texts (Hadi et al., 2023b).
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Misalignment with Human Values.
Concerning the third dimension of evaluation
and the ethical alignment, LLMs might gene-
rate outputs that are technically correct but
misaligned with human ethical standards, es-
pecially in sensitive areas like medical, legal,
or moral advice. Also, interactions with users
can create feedback loops where the model in-
creasingly reinforces user biases or undesirable
behaviors (Chiang and Lee, 2023).

Difficulty with Nuanced or Subtle Lan-
guage. Related to the previous hazard,
LLMs may struggle with understanding and
generating nuanced or subtle language, such
as sarcasm, irony, or metaphor (Băroiu and
Trăuşan-Matu, 2023).

Environmental issues. This hazard rela-
tes to addressing not only global sustainabi-
lity goals, but also the long-term viability and
ethical development of AI technologies (Ri-
llig et al., 2023). The environmental impact of
LLMs emerges as a critical hazard, characte-
rized by the significant energy consumption
and carbon footprint associated with their
training, validation and operation. This do-
main transversal hazard underscores the need
for sustainability in AI practices, advocating
for the development and adoption of energy-
efficient algorithms.

Privacy and Copyright. Privacy and
copyright issues present a significant hazard
in the context of LLMs, reflecting concerns
around the unauthorized use of proprietary
data and the potential for privacy breaches.
Aligning with the OECD’s principles on artifi-
cial intelligence fairness and ethics, it’s crucial
to ensure that LLMs operate within frame-
works that respect copyright laws and protect
personal data.

Benchmark over-reliance. Linked with
human-centric evaluation weaknesses, bench-
mark over-reliance emphasizes the transversal
risk of overvaluing benchmark results when
assessing NLU capabilities of LLMs. This ha-
zard challenges the notion of superhuman per-
formance, arguing that benchmarks may not
fully capture the nuances of human langua-
ge comprehension and often lack transparency
and fairness in comparisons. This hazard calls
for the development of more comprehensive
and equitable benchmarks to accurately mea-
sure and understand the capabilities of lan-
guage models in relation to human performan-
ce (Tedeschi et al., 2023).

5 Conclusions

This work provides a comprehensive unders-
tanding of the challenges in evaluating LLMs,
focusing on the identification of key perfor-
mance hazards. It emphasizes the need for
continuous evolution of evaluation methods
to keep up with the advancements in LLM
technology and ensure responsible develop-
ment and deployment. As LLMs become inte-
gral to societal frameworks, there is a growing
need to emphasize the importance of multi-
dimensional and comprehensive evaluations.
The acceptance of these systems in real-world
applications is tied not only to their knowled-
ge demonstration but also to their reasoning
and argumentation abilities.

Our study reviews recent research in LLMs,
tracking current trends to ensure that evalua-
tion methods keep pace with rapid advance-
ments in the field. We analyze key evalua-
tion dimensions with the aim of understan-
ding factors that affect the performance of
LLMs. A significant aspect of this investiga-
tion is identifying major performance hazards
in LLM evaluation, an area not extensively
explored previously. This approach is crucial
for recognizing the potential and limitations
of these AI systems in various evaluation do-
mains. Evaluating LLMs is crucial for seve-
ral reasons. First, it allows us to understand
their strengths and weaknesses more clearly,
and, second, enhanced evaluations offer bet-
ter guidance for human-LLM interactions, in-
forming future interaction designs and imple-
mentations.

5.1 Limitations on LLM evaluation

As LLMs grow in size and develop more
emergent abilities, current evaluation proto-
cols may no longer suffice to accurately assess
their capabilities and potential risks. Therefo-
re, our goal is to heighten awareness within the
community about the significance of LLM eva-
luation. We achieve this by reviewing existing
evaluation protocols and, more importantly,
by highlighting the need for future research fo-
cused on developing new LLM evaluation pro-
tocols that take into account the underlying
hazards that affect each dimension. This ap-
proach is crucial for keeping pace with the ra-
pid advancements in LLM technology and en-
suring their responsible development and de-
ployment.
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