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Abstract: ChatGPT, as a language model based on large-scale pre-training, has
exerted a profound influence on the domain of machine translation. In ChatGPT,
a “Prompt” refers to a segment of text or instruction employed to steer the model
towards generating a specific category of response. The design of the translation
prompt emerges as a key aspect that can wield influence over factors such as the
style, precision and accuracy of the translation to a certain extent. However, the-
re is a lack of a common standard and methodology on how to design and select
a translation prompt. Accordingly, this paper proposes a generic taxonomy, which
defines gradable translation prompts in terms of expression type, translation style,
Part-of-Speech information and explicit statement, thus facilitating the construction
of prompts endowed with distinct attributes tailored for various translation tasks.
Specific experiments and cases are selected to validate and illustrate the effectiveness
of the method.
Keywords: Translation prompt, ChatGPT, T3S taxonomy, Evaluation.

Resumen: ChatGPT, un modelo de lenguaje basado en un pre-entrenamiento a
gran escala que ha tenido un profundo impacto en la traducción automática. En este
contexto, un "prompt" se refiere a un segmento de texto o instrucción utilizada para
dirigir el modelo hacia la generación de una respuesta específica. El diseño del prompt
de traducción es crucial y puede influir en aspectos como el estilo, la precisión y la
exactitud de la traducción. Sin embargo, actualmente carecemos de un estándar y
metodología común para diseñar y seleccionar prompts de traducción. Por lo tan-
to, este artículo propone una taxonomía genérica que define prompts de traducción
evaluables en términos de expresión, estilo, Part-Of-Speech (POS) y declaración ex-
plícita, facilitando la construcción de prompts con distintos atributos adaptados a
diversas tareas de traducción. Se han seleccionado experimentos y casos específicos
para validar e ilustrar la eficacia del método.
Palabras clave: Prompt de traducción, ChatGPT, Taxonomía T3S, Evaluación.

1 Introduction
Machine translation (MT), one of the oldest
branches of research in the field of natu-
ral language processing, involves techniques
for transforming one natural language into
another. As a key research area within the
field of Artificial Intelligence, MT has been
widely used in a wide range of fields and has
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attracted extensive attention from both aca-
demia and industry (Yang, Wang, and Chu,
2020). In recent years, there has been a gro-
wing trend towards the use of large-scale pre-
trained language models for natural langua-
ge processing (NLP) (Yang, Wang, and Chu,
2020; Brown et al., 2020; Amplayo, Yoo, and
Lee, 2022). Large Language Models (LLMs),
such as GPT-3 (Brown et al., 2020), PaLM
(Chowdhery et al., 2022), and LLaMA (Tou-
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abundant representations of the input text,
and have greatly contributed to the develop-
ment of MT technology (Lewis et al., 2019).

NLP tasks have recently been significantly
influenced by the emergence of ChatGPT, a
powerful pre-trained LLM developed by Ope-
nAI. The model has been trained to per-
form a large number of human-like tasks (e.g.,
question answering, code debugging, gene-
rating evaluations, etc.) with human feed-
back. However, the overall performance of
ChatGPT on translation tasks using simple
prompts and basic settings is not as good
as the commercial translation products such
as Google Translate and Microsoft Transla-
te (He et al., 2022; Zhou et al., 2022; Jiao
et al., 2023; Hendy et al., 2023)but is promi-
sing to surpass them with complex and expli-
cit prompts. This is due to the fact that for
a given complex translation task, significant
differences in the performance of LLMs arise
when different types/styles/levels of detail of
prompts are introduced (Karmaker and Feng,
2023).

The effective use of LLMs requires elabo-
rate prompt engineering, which refers to the
process of designing and refining the prompts
or instructions provided to a large language
model (Zhou et al., 2022; Liu et al., 2023).
For translation tasks of different styles, the
relevant prompts that the user can try whi-
le performing the task are different. In ad-
dition, the number of details included in the
prompts also largely affects the performan-
ce of LLMs when dealing with target com-
plex translation tasks (Karmaker and Feng,
2023). By providing clear and well-structured
prompts, users can help guide LLMs in the
right direction and reduce potential biases or
errors. To achieve this, we propose a unified
gradable prompting taxonomy for ChatGPT
translation called T3S, which employs stan-
dardized criteria to categorize various types
of translation prompts, thereby further en-
hancing ChatGPT’s translation capabilities.

On the one hand, ChatGPT is utilized
to conduct very broad and various types of
translation tasks from general text transla-
tion to highly specialised domains (e.g., me-
dical, legal, technical, etc.), and categorising
prompts will help ChatGPT distinguish bet-
ween different prompts and implement diffe-
rent translation strategies to meet translation
needs in different domains and contexts. On
the other hand, the proposed T3S taxonomy

can help researchers explore in depth the wor-
king principles of LLMs and their perfor-
mance differences in different domains, thus
promoting further research and innovation
in LLMs. Specifically, the widespread adop-
tion of this taxonomy can potentially promo-
te a more accurate performance assessment of
ChatGPT in different translation tasks, the-
reby identifying specific problems that may
exist in the model, providing targeted feed-
back for improvement and guiding the di-
rection of model optimisation, and achieving
continuous progress of the model.

2 Related Work
A prompt is a set of instructions provided to
an LLM that enhances the functionality of
the LLM by customising it (Liu et al., 2023).
In the field of large language modelling, com-
plex tasks refer to those involving multiple
steps or subtasks that require a higher level of
semantic understanding, planning, reasoning,
and natural language generation capabilities,
which makes prompt engineering particularly
critical and challenging (Tan et al., 2022).

In recent years, many researchers have
proposed different approaches to engineering
prompts. For example, one of the best-known
(and easiest to implement) prompt enginee-
ring techniques is to add “Think step by
step” to the end of the prompt. Adding this
phrase improves the accuracy of the GPT-
3 (text-DaVinci-002 model) across multiple
tasks (Wei et al., 2022). Moreover, Brown
et al. (2020) presented a standard question-
answer pair prompting technique which pro-
duces a few-shot effect. By providing suita-
ble output instances, LLMs are more likely
to produce the desired output (Zhao et al.,
2021). Similar to “Think step by step”, the
Chain of Thought (CoT) prompting method
guides LLMs to break down a complex task
into multiple intermediate steps (Wang et al.,
2023). Fu et al. (2022)showed that separating
each step with a new line in exemplar reaso-
ning is much more effective than separating
each step with a full stop. Researchers ha-
ve also explored other prompt design techni-
ques such as Reasoning and Acting (ReAct)
(Yao et al., 2022), which overcomes the illu-
sions and error propagation problems preva-
lent in CoT reasoning by interacting with
a simple Wikipedia API. Other techniques
such as Zero-shot-CoT (Kojima et al., 2022)
and Self-Ask (Press et al., 2022), improve
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LLMs’ reasoning and action in solving ques-
tions and answering tasks. Meanwhile, Kim,
Baldi, and McAleer (2023) suggested that re-
cursively criticising and improving its output
(RCI) is superior to CoT prompts in terms of
its effectiveness in reasoning ability in a range
of natural language reasoning tasks.

More specifically, conversational LLMs,
such as ChatGPT, have generated conside-
rable research interest in a range of domains,
with tasks ranging from answering questions
for medical licensing exams to generating co-
de snippets (Gilson et al., 2023). Correct
prompt engineering has become a key skill
for users wishing to utilise the full potential
of ChatGPT and obtain optimal results in
a variety of applications. Accordingly, there
has been an influx of prompt engineering re-
search in many different areas. Thirunavuka-
rasu et al. (2023) explored how prompts can
be used to enhance the efficiency and effecti-
veness of ChatGPT in medical clinics, educa-
tion, and research, while Trautmann, Petro-
va, and Schilder (2022) proposed zero-sample
legal prompts engineering (LPE) to guide and
enhance LLMs in natural legal language pro-
cessing (NLLP) capabilities. These studies fo-
cused on NLP tasks rather than MT. In the
field of machine translation, however, pre-
vious studies (Liu et al., 2019; Guo et al.,
2020) have shown that while LLMs can en-
hance a translation system’s understanding of
the source text, improving its generative ca-
pabilities is more difficult. A well-developed
translation system requires strong language
comprehension and generation capabilities to
achieve accurate and fluent translation re-
sults. Although some studies (Brown et al.,
2020; Chowdhery et al., 2022) have explo-
red the effects of different prompts on trans-
lation results, there is still a lack of syste-
matic research on how to improve MT using
prompts. With the popularity of LLM-based
prompting approaches, researchers are star-
ting to recognise the importance of introdu-
cing prompts into neural machine translation
(NMT) (Li et al., 2022; Tan et al., 2022; Wei
et al., 2022). Nevertheless, these approaches
still rely on pre-training or fine-tuning the
models, rather than directly applying them
to “frozen” LLMs. Therefore, it is critical to
study how to make the most effective use of
these prompts in order to balance langua-
ge comprehension and generation capabilities
and achieve better results in MT.

To summarise, prompt engineering is a
crucial step for the effective utilisation of
LLMs. However, existing works have mainly
emphasised the use of diversified prompts
to improve the ability of LLMs to perform
general-purpose NLP tasks, while the speci-
fication of prompts for machine translation
remains under-explored. Therefore, this pa-
per aims to fill the research gap by providing
translators with a systematic approach to se-
lecting and designing prompts, which can im-
prove the consistency, reliability and quality
of ChatGPT translations, as well as promote
the development and innovation in the field
of MT.

3 ChatGPT Translation
Prompting Taxonomy Design

Through training, ChatGPT is capable of ge-
nerating appropriate responses based on the
given prompts. This attribute determines its
high sensitivity to the information provided
by the prompts. Differences in several key fac-
tors of the prompts can have a significant im-
pact on the accuracy and performance of lar-
ge language models in translation tasks (Kar-
maker and Feng, 2023). These key factors are
described below, where the prompt is defi-
ned by the combination of the instruction (in-
tended target) and the source text provided
to ChatGPT for performing the translation
task. The prompts present differences in the
instruction section under the assumption that
the source text has been provided.

Ambiguous or contextually inadequate
prompts can easily confuse LLMs, leading to
inaccurate or irrelevant responses from these
models (Jiang et al., 2022). Therefore, pro-
viding clear and specific instructions in the
prompts can help guide ChatGPT to genera-
te the desired translation results. In the MT
domain, detailed prompts usually consist of
elaborating on various aspects of the trans-
lation task specification. In the following, we
will delve into two basic aspects of translation
task specification.

1) Explicit Descriptions. In translation
task prompts, a clear task description is es-
sential for obtaining accurate and relevant
translation results. Specifying the translation
objectives clearly and asking ChatGPT to
proofread before generating the translation
results helps to guide ChatGPT to a full un-
derstanding of the translation task and main-
tain a consistent focus throughout the trans-
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lation process. This ensures a higher level of
accuracy, relevance and fluency in the trans-
lation results, thereby increasing the probabi-
lity of obtaining the desired translation out-
come.

2) Contextual Information. Contex-
tual information plays a key role in enhan-
cing ChatGPT’s understanding of words, ph-
rases, and sentences in the source text, thus
helping to reduce ambiguity and misunders-
tanding. Models can optimise translation de-
cisions based on context, so as to avoid trans-
lation errors (Popescu-Belis, 2019). For exam-
ple, for polysemous words, context can help
ChatGPT determine the correct word mea-
ning. This is crucial for producing accura-
te translations, as the same word may be
translated differently in different contexts.
Additionally, contextual background helps
to maintain consistency in the model’s ex-
pression throughout the translation process.
When the source text has certain specific usa-
ges or terms in the context, the model can
retain them in the translation based on the
context, ensuring a coherent translation.

Translation prompts consist of instruc-
tions and source text. Assuming that the
source text is invariant in a given transla-
tion task, we believe that the difference bet-
ween prompts lies in the explicit descriptions
and contextual information they contain. To
address the key factors of prompt selection
and design, we will classify the prompts for
ChatGPT translation tasks according to the
following four aspects.

3.1 Expression Types
There are two main types of expressing trans-
lation prompts: the single-turn prompt and
the multiple-turn prompt. Both types of ex-
pression can be effective in different contexts.
Single-turn prompts involve presenting the
model with a solitary input, typically in the
form of a single sentence or a brief textual seg-
ment (“Please translate the following text...”),
for the model to translate into the target
language. Whereas multiple-turn prompts in-
corporate conversational interactions, usually
consisting of multiple dialogue rounds, so that
the model can better understand and perform
the translation task. For example, a user can
ask ChatGPT to check and revise the trans-
lation after it responds to the first round of
prompts (“Please translate it again / Plea-
se revise the translation”). Such prompts can

be used for more complex translation tasks,
where context, clarification, follow-up ques-
tions, etc., may need to be taken into account.
Compared to single-turn prompts, the use of
multiple-turn prompts can significantly en-
hance the comprehension of ChatGPT, and
reduce its tendency to generate irrelevant or
inaccurate responses (Pan et al., 2023). De-
pending on the nature and needs of the trans-
lation task, choosing the appropriate prompt
expression form can help ChatGPT generate
the required translation output more accura-
tely.

3.2 Translation Style
Depending on the translation task in diffe-
rent translation domains to deal with dif-
ferent genres such as literary, medicine, le-
gal and commercial texts, the desired prompt
needs to be defined and selected according
to the translation style. Defining translation
style involves determining the content and
expression to be conveyed in a translation
task. It relates to the specific translation tar-
get and audience. Encompassing facets such
as affective undertones, tonal modulations,
and the amplitude of linguistic exposition, the
election of a fitting translation style exerts
a discernible impact on the ultimate rendi-
tion. Thus, the inclusion of relevant contex-
tual information such as target audience and
level of expression in the prompt can provi-
de ChatGPT with additional information to
produce a more accurate translation result.

3.3 POS Information
Part of Speech (POS) is a grammatical ca-
tegory that includes nouns, verbs, adjectives,
adverbs, etc. (Hlaing et al., 2022). Many NLP
tasks benefit from the use of POS tags. In
translation tasks, POS tags help ChatGPT to
capture the grammatical structure of a sen-
tence in the source language, and accurately
locate the grammatical roles of each word in
the sentence, so as to better translate it in-
to the grammatical structure of the target
language, eliminating word ambiguities, and
further enhancing the natural fluency of the
translation result. For instance, Feng et al.
(2020) demonstrated that incorporating POS
tagging information into the target side can
significantly improve the translation perfor-
mance of the NMT system in both Chinese-
to-English and German-to-English transla-
tion pairs. Further, Hlaing et al. (2022) con-
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ducted an NMT study using POS tagging in-
formation on low-resource language pairs, ex-
plicitly pointing out the necessity of integra-
ting POS tags when using NMT models that
include linguistic features.

3.4 Few-shot Prompts
LLMs can benefit from example-based lear-
ning, which involves providing specific input-
output pair examples (a small number of
examples). This can help models to better un-
derstand task requirements and generate ap-
propriate output (Brown et al., 2020). We be-
lieve that including a few input-output exam-
ples in the prompt will improve the perfor-
mance of the LLMs without any adjustments
to the parameters or architecture. For exam-
ple, by including specific terminology and
styles in the few-shot prompts, ChatGPT is
able to adapt quickly across different transla-
tion domains, generating domain-appropriate
translations.

We propose a gradable prompting taxo-
nomy for ChatGPT translation which is ca-
tegorised into five different levels based on
the above four key elements in prompt design
including expression type, translation style,
POS information, and few-shot prompts. We
named it T3S standing for expression type,
translation style, POS information and few-
shot 5-level prompting taxonomy.

More precisely, level “0” represents the lo-
west level of detail, where only basic transla-
tion is required with the general prompt such
as “Please translate the following text. . . ”; Le-
vel “1” distinguishes the expression type of
the single-turn form with the multiple-turn
form; Level “2” adds translation style instruc-
tion providing contextual information; Level
“3” integrates POS information into transla-
tion instruction; and Level “4” represents the
highest level of detail, where the multiple-
turn prompts include clear instructions, ex-
plicit contextual information of translation
with few-shot examples, and an explicit sta-
tement asking ChatGPT to check and revise
the results.

4 Experimental Validation
In order to verify the rationality and validity
of the T3S taxonomy, we set up an evaluation
experiment. In the following, we show the de-
tails of the experimental setup, including the
adopted dataset and evaluation metrics. The
results and analyses of the experiment are al-

so presented.

4.1 Dataset
We evaluated the translation quality of
ChatGPT at different levels of prompt on the
Flores-101 (Goyal et al., 2022)dataset. The
dataset consists of 1012 sentences extracted
from the English Wikipedia covering a wide
variety of topics and domains. In real transla-
tion applications, ChatGPT needs to process
texts from a variety of topics and domains.
A dataset covering different topic domains
can help us evaluate ChatGPT’s generalisa-
tion ability and gain a more comprehensive
understanding of ChatGPT’s translation per-
formance under different contexts. Moreover,
these sentences have been translated into 101
languages by professional translators through
a rigorously controlled process with automa-
ted and manual quality checks. Furthermo-
re, all translations are multilingual aligned.
Such a high-quality and high-coverage data-
set ensures the accuracy and consistency of
reference translations, and better helps us un-
derstand and evaluate the quality and perfor-
mance of ChatGPT’s translations. However,
a graded translation quality assessment for
multiple languages may add complexity and
resource requirements. Therefore, for a clea-
rer direct comparison of translation quality
and to save time and cost, we only used the
Chinese-English bilingual corpus for the as-
sessment.

4.2 Metrics
To assess translation quality at all levels, we
employed the most commonly used BLEU
score (Papineni et al., 2002). Additionally, we
utilised CHrF (Popović, 2015), TER (Snover
et al., 2006) and ROUGE-1, ROUGE-2, and
ROUGE-L (Lin, 2004), and calculated the F1
average of the scores of the ROUGE series to
provide a more comprehensive assessment of
translation quality at all levels. This is be-
cause one indicator may be more sensitive to
certain aspects of translation quality, while
another may capture different aspects of qua-
lity.

4.3 Prompt Construction
Prompts for each level were meticulously craf-
ted to align with the taxonomy’s gradable ele-
ments. Concretely, regarding the translation
styles in Level 2, we added the labels (domain
& topic) in the dataset as translation styles
to the prompt, such as wikinews(business),
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Figure 1: T3S Taxonomy.

Translation BLEU CHrF ROUGE F1(avg) TER

Level 0 38.42 30.77 0.6132 160.19

Level 1 38.93 31.07 0.6165 146.90

Level 2 40.25 32.41 0.6256 117.12

Level 3 41.25 33.57 0.6303 122.78

Level 4 42.88 36.24 0.6523 112.78

Table 1: ChatGPT’s Translation Performance at All
Levels.

wikivoyage(travel), wikivoyage(sports), wiki-
books(sociology/culture), etc. As for the POS
information, we used the open-source natural
language processing tool spaCy as our lexi-
cal annotation tool to preprocess the source
text. With respect to the few-shot examples
in Level 4, we randomly selected two sets of
source text and target text pairs under the
same domain and topic as examples to guide
ChatGPT for translation.

4.4 Results
The experimental results, as shown in Ta-
ble 1, indicate that the translation qua-
lity of ChatGPT improves accordingly as
the prompt level increases. Specifically,
ChatGPT obtains a BLEU score of 38.42
for the basic translation prompt at level 0.
This level of prompt is only the most ba-
sic translation requirement and does not con-
tain any additional contextual or guidance

information. When the prompt upgrades to
Level 1, which distinguishes between single-
turn and multiple-turn expression types, the
BLEU score improves slightly (0.51). Howe-
ver, a more significant increase occurred at
Level 2, when the translation style of contex-
tualisation was added to the prompt, which
increased the BLEU score to 40.25. This sug-
gests that the inclusion of the translation sty-
le has a significant positive impact on the
quality of the translation compared to the ba-
se translation requirement. At Level 3, the in-
tegration of lexical information into the trans-
lation prompt further increased the BLEU
score to 41.2571. This result suggests that
the introduction of lexical information can
provide the model with more precise linguis-
tic information, which helps to generate mo-
re accurate translations. Finally, the Level
4 prompt achieved the highest BLEU score
of 42.88 by including clear instructions, ex-
plicit information about the translation con-
text, few-shot examples, and asking the mo-
del to check and revise the translation results.
Compared to Level 3, the increase was 1.63
points. This largest increase fully demonstra-
tes the remarkable effectiveness of the T3S
taxonomy in guiding high-quality translation.
Importantly, the Level 4 translation quality is
higher than the zero-shot translation quality
(BLEU score of 42.50) of GPT-4 under the
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same dataset and evaluation metrics (Jiao et
al., 2023). Moreover, the results for the ChrF,
ROUGE series (F1 average), and TER mainly
support the above findings.

Overall, the experimental results consis-
tently show that the translation performan-
ce of ChatGPT improves significantly as the
level of the prompts increases. This suggests
that the T3S taxonomy is not only reasonable
but also effective in providing targeted gui-
dance for ChatGPT’s translation tasks. Fu-
ture work can explore the application of the
T3S taxonomy to more language pairs, as well
as the applicability and optimisation space in
different domains and scenarios.

5 Case Analysis
This section presents how ChatGPT’s perfor-
mance under the same translation task can
be assessed by our T3S taxonomy through
a specific translation case. We demonstrate
the translation example with different levels
of prompts below.

Example Text: MacBook Air is all you
— pick your size, pick your color, then go.
Whichever model you choose, it’s built with
the planet in mind, with a durable 100 per-
cent recycled aluminum enclosure. And a fan-
less design means it stays silent even under
intense workloads.

Expert Translation: MacBook Air尽显
你的风格，挑个合你的款，选个配你的色，
直接搞定。两款机型都采用100 %再生铝金
属外壳，不管选哪款，都能体现对地球的心
意。而无风扇设计意味着即使工作强度高，
也能保持静谧无声。

Level 0 Prompt: Please translate the fo-
llowing text into Chinese: MacBook Air is all
you — pick your size, pick your color, then
go. Whichever model you choose, it’s built
with the planet in mind, with a durable 100
percent recycled aluminum enclosure. And a
fanless design means it stays silent even under
intense workloads.

Level 0 Translation: MacBook Air 是
完全为您打造的— 选择您的尺寸，选择您
的颜色，然后开始使用。无论您选择哪个
型号，它都是考虑地球环保的，采用了耐用
的100 %回收铝外壳。而且无风扇设计意味着
即使在高强度工作下，它也能保持静音。
Level 1 Prompt (Multiple-Turn form):
First turn: Please translate the following text
into Chinese: MacBook Air is all you — pick
your size, pick your color, then go. Whiche-

ver model you choose, it’s built with the pla-
net in mind, with a durable 100 percent recy-
cled aluminum enclosure. And a fanless de-
sign means it stays silent even under intense
workloads. Second turn: Please check and re-
vise the translation results.

Level 1 Translation: MacBook Air就是
为你而设计的— 选择你的尺寸，选择你的颜
色，然后开始使用。无论你选择哪个型号，
它都是为了地球着想，采用了耐用的100 %回
收铝外壳。而且，它的无风扇设计意味着即
使在高负荷工作下也能保持宁静。
Level 2 Prompt (Advertising style):
Please translate the following text into Chi-
nese in a concise, impressive and advertising
style: MacBook Air is all you — pick your si-
ze, pick your color, then go. Whichever model
you choose, it’s built with the planet in mind,
with a durable 100 percent recycled alumi-
num enclosure. And a fanless design means it
stays silent even under intense workloads.

Level 2 Translation: MacBook Air全由
您决定— 选择您的尺寸、挑选您的颜色，即
刻出发。无论您选择哪个型号，它都以地球
为念，采用坚固的100 %再生铝外壳打造。无
风扇设计确保在高强度工作中也能保持绝对
宁静。
Level 3 Prompt (with POS informa-
tion): Given the context of an advertise-
ment for an electronic product and the POS
tags, please translate this specific sentence in-
to Chinese in a concise, impressive and ad-
vertising style: MacBook Air (Noun) is (Verb)
all you (Pronoun) — pick (Verb) your (Pro-
noun) size (Noun), pick (Verb) your (Pro-
noun) color (Noun), then (Adverb) go (Verb).
Whichever (Determiner) model (Noun) you
(Pronoun) choose (Verb), it’s (Verb) built
(Verb) with (Preposition) the (Determiner)
planet (Noun) in (Preposition) mind (Noun),
with (Preposition) a (Determiner) durable
(Adjective) 100 percent (Percentage) recycled
(Verb) aluminum (Noun) enclosure (Noun).
And (Conjunction) a (Determiner) fanless
(Adjective) design (Noun) means (Verb) it
(Pronoun) stays (Verb) silent (Adjective)
even (Adverb) under (Preposition) intense
(Adjective) workloads (Noun).

Level 3 Translation: MacBook Air就是
您的综合选择— 选择您的理想尺寸，选取
心仪的颜色，然后出发。无论您选择哪个型
号，它都以地球为念，采用坚固的百分之百
再生铝质外壳。而无风扇设计确保即使在高
强度工作负荷下，也能保持绝对宁静。
Level 4 Prompt (with Few-shot exam-
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ples): First turn: Context Information: It is
extracted from an advertisement for an elec-
tronic product. Few-shot Examples: 1. Trans-
late “Two perfect sizes. Whether you pick the
13- or 15-inch laptop, both models are super-
light and measure just under half an inch thin,
so you can take yours anywhere.” into “两
个尺寸两相宜。13英寸和15英寸两款笔电
都十分轻巧纤薄，厚度仅有1厘米多，选哪
款都称心称手，去哪里都自由自在。” 2.
Translate “Four stellar colors. Your options
are out of this world — and each one comes
with a matching MagSafe charging cable.” in-
to “四款配色都惹眼。每种选择都靓出天
际，还配有同色系的MagSafe磁吸充电线。”
Considering the context information, few-shot
examples and POS tags, please translate the
following text into Chinese in a concise, im-
pressive and advertising style: MacBook Air
(Noun) is (Verb) all you (Pronoun) — pick
(Verb) your (Pronoun) size (Noun), pick
(Verb) your (Pronoun) color (Noun), then
(Adverb) go (Verb). Whichever (Determiner)
model (Noun) you (Pronoun) choose (Verb),
it’s (Verb) built (Verb) with (Preposition) the
(Determiner) planet (Noun) in (Preposition)
mind (Noun), with (Preposition) a (Determi-
ner) durable (Adjective) 100 percent (Percen-
tage) recycled (Verb) aluminum (Noun) en-
closure (Noun). And (Conjunction) a (De-
terminer) fanless (Adjective) design (Noun)
means (Verb) it (Pronoun) stays (Verb) si-
lent (Adjective) even (Adverb) under (Prepo-
sition) intense (Adjective) workloads (Noun).
Second turn: Please check and proofread the
translation to ensure that no errors have been
made.

Level 4 Translation: MacBook Air轻薄
本，是你的不二之选——选尺寸、选颜色，
然后出发吧！无论您选择哪种型号，它都专
为地球环保而设计，采用100 %可回收的铝合
金外壳，坚固耐用。而且，无风扇设计确保
即使它在高强度工作下也能保持宁静。
As evident from the foregoing, Level 4 provi-
des the closest results to the expert transla-
tion. To further validate the efficacy of this
taxonomy, we set up both human and machi-
ne evaluation methods.

1) We invite three proficient translators to
evaluate these five levels of translations ac-
cording to the quantitative assessment cri-
teria for translation quality proposed by
Li (1991), employing the expert translation
as the reference standard. This assessment
method was set up with four scoring me-

trics, namely accuracy, fluency, style and tex-
tual coherence, with the following weights:
WA=3.5,WF=2.5,WS=2,WC=2. The source
text is an advertisement text, which aims
at conveying specific messages, emotions and
appeals to attract the attention and resonan-
ce of the target audience, thus making accu-
racy and fluency the primary principles of ad-
vertisement translation (Xiao, 2010). Adver-
tising’s main objective is to promote a pro-
duct or service, rather than a literature. Whi-
le style and textual coherence can enhance the
appeal and taste of an advert, it should not
normally come at the expense of accuracy and
fluency. Hence, for this case, the weighting ci-
ted as such can provide reasonable constraints
on the role played by the scoring indicators in
terms of importance and priority.

More specifically, accuracy involves the
key purpose of translation, which is to ensu-
re that the translation accurately conveys the
message and meaning expressed in the origi-
nal text. Fluency, on the other hand, empha-
sises the quality of the written expression of
the translation, including regularity, clarity
and linguistic fluency. Style stresses the im-
portance of appropriately conveying the sty-
listic, social and local characteristics of the
original text, as well as the extent of the use of
rhetorical devices, while maintaining the ac-
curacy of the actual meaning. At last, textual
coherence considers whether the arrangement
of utterances in the translation adequately ta-
kes into account the primary and secondary
relationships of the information in the origi-
nal text, whether contextual co-ordination is
achieved, and whether coherence of tone is
maintained (Li, 1991).

Each criterion had a maximum attaina-
ble score of ten. The ensuing scores represent
the respective assessments of the aforemen-
tioned trio of professional translators. Moreo-
ver, with a view to ensuring the reliability of
the results and presenting the evaluation re-
sults more explicitly, we calculated the final
weighted scores using the average scores of
the three translators for all levels of transla-
tions under different factors.

As shown in Equation ?? and Table 2, we
show the calculation method for the final sco-
res, as well as the different scores and final
scores for each level of translation in terms of
accuracy, fluency, style, and textual coheren-
ce. In the Equation ??, n stands for the num-
ber of professional translators, n=3; WA, WF ,
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WS , WC represent the different weights of
the four indicators; Ai stands for the specific
translator’s score for each level of translation
in terms of accuracy, Fi stands for the specific
translator’s score for each level of translation
in terms of fluency, Si refers to the specific
translator’s score for each level of translation
in terms of Style, and Ci denotes the specific
translator’s score for each level of translation
in terms of textual Coherence, i=1, 2, 3.

Based on the score data presented in Table
2, it can be clearly observed that the progres-
sion from Level 0 to Level 4 is marked by
a discernible trend toward translations that
exhibit a greater proximity to expert trans-
lation. Specifically, the lowest rated Level 0
(6.8) and Level 1 (7.3) translations score ap-
proximately the same in terms of accuracy,
and differs significantly in terms of fluency,
style and textual coherence. This is due to
the fact that their prompts are only diffe-
rent in expression types. Moreover, the im-
provement (1.0; 0.7; 0.4) in fluency, style and
textual coherence from Level 0 to Level 1
proves, to some extent, the effectiveness of
multiple-turn prompts in improving the qua-
lity of ChatGPT translation results. Compa-
red to Level 2, Level 3 has only a slight im-
provement (0.2), which is due to the fact that
the lexical nature of the source text does not
confuse ChatGPT. However, specific texts li-
ke legal documents, medical literature, and
technical documents often contain speciali-
zed terminology, intricate grammatical struc-
tures, and polysemous words, and demand a
high level of precision and professionalism. In
such cases, the inclusion of POS tags beco-
mes crucial as they furnish essential gramma-
tical and semantic information necessary for
effectively processing these texts. It should be
noted that the addition of POS tags may al-
so increase the preprocessing workload, thus
requiring a comprehensive consideration of
task requirements and efficiency. Finally, the
highest-scoring Level 4 (8.8) translation re-
sults exemplify the importance of few-shot
examples, which enable ChatGPT to unders-
tand the task requirements as well as possible
and generate the most brand-specific transla-
tions.

2) LLMs not only show excellent capa-
bilities in several NLP tasks such as ma-
chine translation, text summarisation, etc.,
but they are also state-of-the-art transla-
tion quality evaluators (Kocmi and Feder-

mann, 2023). Kocmi and Federmann (2023)
proposed a GPT-based metric for transla-
tion quality assessment, namely GPT Es-
timation Metric Based Assessment (GEM-
BA). By conducting experiments on nine ver-
sions of GPT models, including ChatGPT
and GPT-4, they demonstrated the useful-
ness and accuracy of pre-trained generati-
ve LLMs for translation quality assessment
at the system level by using a zero-shot
standard prompt. However, this prompt per-
formed poorly at the segment level. Subse-
quently, Lu et al. (2023b) further validated
the capability of LLMs in assessing machine-
translated translations. They combined the
Chain-of-Thought (CoT) prompting strategy
(Wei et al., 2022) and the Error Analysis
(EA) paradigm (Lu et al., 2023a) to propo-
se a novel prompting strategy, Error Analysis
Prompting (EAPrompt). EAPrompt divides
the scoring process into two stages: first, the
LLM is prompted to identify the major and
minor errors in the translation. The LLM is
then asked to count the number of errors in
both categories and calculate the final sco-
re. Unlike standard prompts, EAPrompt can
produce human-like evaluations of machine
translations at both the system and segment
levels.

Based on such a pioneering discovery, we
perform evaluations of all levels of transla-
tions in this case with EAPrompt. Below we
show the specific prompt template and the
scores for each level of translation. Due to
space constraints, the Q&A sessions for each
level of translation are not presented.

First-turn:
(Source Text)
(Reference)
(Translation)
Based on the given source and reference, iden-
tify the major and minor errors in this trans-
lation. Note that Major errors refer to actual
translation or grammatical errors, and Minor
errors refer to smaller imperfections, and pu-
rely subjective opinions about the translation.

Second-turn:
Count the number of major and minor errors
identified in your last response and compute
the final score for this translation. Deduct 5
points for each major error. Deduct 1 point
for each minor error. If the translation has
no errors, its score will be 0.
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Accuracy Fluency Style Coherence
Final Score

T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3

Level 0 7 6 7 7 7 7 6 7 6 7 8 7 6.8

Level 1 7 7 7 8 8 7 7 7 7 8 8 7 7.3

Level 2 9 8 8 8 9 8 8 8 8 8 9 9 8.0

Level 3 8 9 8 9 7 9 8 7 7 9 9 9 8.2

Level 4 9 9 8 9 8 9 9 8 9 9 9 9 8.8

Table 2: Assessment of Accuracy, Fluency, Style and Coherence of Translations at All Levels.

FinalScore =

∑n
i=1 (WA ∗Ai +WF ∗ Fi +WS ∗ Si +WC ∗ Ci)

n
(1)

Level 0 Level 1 Level 2 Level 3 Level 4

Results -27 -23 -22 -18 -12

Table 3: Results of ChatGPT’s Quality Assessment
of Five Levels of Translations under EAPrompt.

Based on Table 3, it can be concluded
that the translation quality exhibits an up-
ward trend as the prompt level increases,
which is roughly in line with the results of the
human-based translation quality assessment.
This result further confirms the effectiveness
of T3S Taxonomy and the potential of LLMs
in translation quality assessment. However, it
is also noted that even higher quality transla-
tions (e.g. Level 4 Translation) still received
negative scores. This suggests that ChatGPT
using EAPrompt may have some rigour in the
assessment process or be highly sensitive to
subtle differences in translations. This could
be due to the fact that the LLMs can captu-
re subtle semantic differences and expressive
inconsistencies that may seem acceptable to
a human evaluator.

6 Conclusions and Future
Directions

This paper highlighted the significance of a
taxonomy of prompts for translation tasks,
identifying critical design elements such as
expression type, style, POS tagging, and few-
shot examples. Furthermore, we explored in
detail the key roles of gradable translation
prompting taxonomy with explicit descrip-
tions and contextual information to enhance
the prompts’ quality. The synergistic effect
of these factors helps to improve translation
quality and avoid misunderstanding and am-

biguity, which in turn provides more precise
guidance for the ChatGPT translation task.
Based on the above, we conducted the T3S
taxonomy of prompts for ChatGPT transla-
tion tasks.

In our study, we evaluated the effective-
ness of our translation taxonomy by conduc-
ting an experiment using open-source data-
sets and standard evaluation metrics to rate
translation quality across five levels. We al-
so showcased the taxonomy’s usefulness th-
rough a case study with ChatGPT, highligh-
ting how prompt design impacts translation
performance. Our findings offer valuable in-
sights for enhancing ChatGPT’s translation
applications, prompt optimization, and ove-
rall translation quality and efficiency. Buil-
ding on the insights gathered from our current
investigation, future research could focus on
comparing ChatGPT, prompted with our re-
fined taxonomy, with dedicated translation
services like Google Translate. This would as-
sess whether our taxonomy-based approach
can improve the translation capabilities of
LLMs to outperform established translation
services.
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