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Delor from the University of Barcelona, Ph.D. José Camacho Collados from the
University of Cardiff, and Ph.D. Eugenio Mart́ınez Cámara from the University of
Granada. Notably, the thesis was awarded the distinction of Summa Cum Laude
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Resumen: Este es un resumen de la tesis doctoral realizada por Flor Miriam Plaza
del Arco en la Universidad de Jaén, bajo la supervisión de la Dra. M. Teresa Mart́ın
Valdivia y el Dr. L. Alfonso Ureña López. La defensa de la tesis tuvo lugar en
Jaén el 30 de enero de 2023 y la comisión de doctorado estuvo formada por la Dra.
Mariona Taulé Delor de la Universidad de Barcelona, el Dr. José Camacho Collados
de la Universidad de Cardiff y el Dr. Eugenio Mart́ınez Cámara de la Universidad
de Granada. Cabe destacar que la tesis obtuvo la calificación de Summa Cum Laude
y la mención internacional.
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tección del lenguaje ofensivo, discurso de odio, aprendizaje multitarea, fenómenos
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1 Introduction

One of the characteristics that distinguish
humans from other living beings is the abil-
ity to communicate systematically and un-
derstandably, i.e. through language. Lan-
guage is defined as a sophisticated system of
both phonetic and written symbols that al-
lows two or more individuals to communi-
cate ideas, thoughts, sentiments, attitudes,
and different situations. Since the emergence
of Web 2.0, users were no longer limited to
face-to-face communication but rather used
online platforms to interact. This interaction
has resulted in an increasing amount of tex-
tual data being available on the Web. Natu-
ral Language Processing, a tract of Artificial
Intelligence and Linguistics, arises for the de-
velopment of computational systems to inter-
pret human language and thus enable human-

computer interaction. Giving computers this
skill offers a plethora of benefits, including
the potential to moderate harmful conduct
on social media.

This doctoral thesis focuses on both
the creation of linguistic resources and
the development of NLP-based tech-
niques to aid in the automatic detec-
tion of offensive language on the Web.
On the one hand, for the development of
these techniques, data labeled are essential
to learning the language patterns character-
istic of this behavior; however, the available
resources are mainly focused on English, leav-
ing aside other languages such as Spanish
with very scarce or non-existent resources of
this nature. Therefore, a fundamental part of
this doctoral thesis is focused on the gener-
ation of these resources for Spanish. On the
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other hand, for the implementation of auto-
matic systems based on NLP, one of the main
contributions has been the integration of dif-
ferent linguistic phenomena that might be in-
volved in the expression of offensiveness in
computational systems. In particular, we de-
veloped a Multitask Learning (MTL) method
based on Transfer Learning (TL). We believe
that this methodology plays an important
role in their application to the detection of
more specific problems in our society, such
as Hate Speech (HS), misogyny, or sexism,
that have been addressed in the frame of this
doctoral thesis. As a result, it should be men-
tioned that this thesis has both a social and
technological dimension to contribute to so-
ciety’s improvement.

1.1 Motivation

Social media have grown into the primary
means of communicating between people, al-
lowing users to have conversations, share
opinions, and create content. The rise in dig-
ital social connections has led to the dissem-
ination of harmful communication, which is
sometimes aided by the anonymity afforded
by these platforms (Aguilera-Carnerero and
Azeez, 2016). As a consequence, offensive
language and one of its most damaging forms,
HS, tends to proliferate swiftly and is diffi-
cult to regulate. For instance, according to
a Spanish report in 2020 on the evolution of
hate crimes in Spain1, threats, insults, and
discrimination are counted as the most re-
peated criminal acts, with the Internet (45%)
and social media (22.8%) as the most widely
used media to commit these actions. Simi-
larly, a recent survey on hate crimes in Spain
20212 shows that 41.65% of the participants,
out of a total of 437, have been victims of
hate crimes on more than one occasion in the
last 5 years. On the one hand, they have re-
ceived offensive comments on more than 10
occasions. On the other hand, more than
50% of them have received offenses or threats
through social networks or the Internet. Fi-
nally, more than 70% of the respondents have
received discriminatory treatment on one or
more occasions in the last 5 years.

In this regard, inaction against offensive
language allows for the further reinforcement
of prejudices and stereotypes, while this type
of hostile communication may lead to nega-

1https://shorturl.at/hlnAX
2https://shorturl.at/mpxLR

tive psychological effects among online users,
causing anxiety, harassment, and, in extreme
cases, suicide (Hinduja and Patchin, 2010).
As a result, this scenario has motivated inter-
ested stakeholders (governments, online com-
munities, and social media platforms) to look
for efficient solutions to prevent Internet hos-
tility. One strategy used to tackle this prob-
lem is through legislation, by implementing
laws and policies. For instance, since 2013
the Council of Europe has sponsored the “No
Hate Speech” movement3 seeking to mobilize
young people to combat HS and promote hu-
man rights online. In May 2016, the Euro-
pean Commission reached an agreement with
Facebook, Microsoft, Twitter, and YouTube
to implement the “Code of Conduct on coun-
tering illegal HS online”4. From 2018 to 2020,
platforms such as Instagram, Snapchat, and
TikTok adopted the Code. One of the ini-
tial and most common approaches to hatred
intervention adopted by social media plat-
forms is content moderation. This approach
is based on the suspension of user accounts
and the removal of hate messages while at-
tempting to balance the right to freedom of
expression.

Although these approaches have the clear
advantage of analyzing the context and ac-
curately identifying this behavior, still these
strategies do not seem to achieve the desired
effect because they involve an intense, time-
consuming, and costly procedure that lim-
its scalability and quick solutions. At the
same time, hate content is continuously grow-
ing and adapting, making it harder to iden-
tify (Davidson et al., 2017). As a result of
these challenges, an alternative and prefer-
able option is to rely on NLP-based methods
to automatically detect this type of harm-
ful online communication. Advances in NLP
can be used to detect offensive content online
thus decreasing the time and effort in fighting
this problem. Offensive language detection
and analysis has become a major area of re-
search in NLP. However, existing NLP-based
methods face several drawbacks. Firstly, de-
tecting offensive content is challenging for
machines (Zampieri et al., 2019; Wiegand,
Ruppenhofer, and Kleinbauer, 2019; Poletto
et al., 2020), since this type of language
presents a subjective nature as well as so-
cial and cultural implications. Though recent

3https://shorturl.at/DQ345
4https://shorturl.at/kvHOT

160160

Flor Miriam Plaza-del-Arco

160



approaches of sequence-to-sequence models
(Zampieri et al., 2020; Tontodimamma et
al., 2021) have achieved good performance
in detecting this type of content, most of
them have not considered linguistic phenom-
ena that may occur in the expression of offen-
sive language such as those of an implicit na-
ture such as sarcasm and irony (Chauhan et
al., 2020; Wiegand, Ruppenhofer, and Eder,
2021). Secondly, since most of the available
corpora contain messages from the Twitter
platform, automatic systems have specialized
in learning the language style and register
used by the users on this platform, mak-
ing cross-domain transfer difficult when using
such systems on other platforms. Thirdly, so
far most of the research to solve this problem
has been focused on English (Fortuna and
Nunes, 2018), leaving other languages such as
Spanish in second place, although combating
this type of behavior is a global concern.

These challenges motivate this doctoral
thesis to explore methods for accurately de-
tecting offensive language on the Web us-
ing NLP techniques to aid in this process.
This thesis relies on advanced meth-
ods in NLP such as deep learning to
tackle this issue. First, it faces the prob-
lem of limited training data, especially in
Spanish, generating appropriate resources to
combat offensive textual content. These re-
sources will also help to solve the limitation
of the systems specialized in Twitter since
messages from other social platforms such as
YouTube and Instagram are considered. Sec-
ondly, it introduces different linguistic phe-
nomena that could be involved in the expres-
sion of offensiveness and could help in the de-
tection of this content. Then, a novel method
is proposed where these identified phenom-
ena are integrated for the detection of of-
fensive language, using state-of-the-art tech-
niques based on transfer learning. Finally,
this novel method is applied for the detec-
tion of different offensive language scenarios
(HS, sexism, toxicity), analyzing which spe-
cific linguistic phenomena are beneficial in
each of them.

1.2 Hypotheses

This thesis studies the problem of automat-
ically detecting offensive textual language
with deep learning techniques for NLP. The
main hypothesis of this thesis is the following:
Advanced NLP methods based on deep

learning, in particular transfer learn-
ing, aid in the detection of offensive
textual language. We subdivide this
hypothesis into three hypotheses:

Hypothesis 1 (H1) The subjective nature
of offensive language can have strong cul-
tural, demographic, and social implications,
and therefore language-specific resources and
models are required.

Hypothesis 2 (H2) Transfer learning
models leveraging linguistic phenomena re-
lated to offensive language expression outper-
form those that do not integrate this informa-
tion in offensive language detection tasks.

Hypothesis 3 (H3) Incorporating specific
linguistic phenomena into transfer learning
methodologies can enhance the detection of
various offensive scenarios. Offensive lan-
guage detection encompasses a range of sce-
narios, such as identifying sexist content,
hate speech, or toxic language.

2 Thesis outline

This thesis is structured into 8 chapters, out-
lined as follows:

• Chapter 2 includes an overview of the
background information that is signifi-
cant for understanding the content of
this thesis. We review traditional ML
and Neural Network (NN) based meth-
ods for offensive language research in
NLP. We furthermore provide a com-
pilation of different existing resources
labeled with offensiveness. Then, we
present the research challenges and op-
portunities based on the previous re-
search approaches reviewed.

• Chapter 3 introduces our preliminary
research in the thesis, focusing mainly
on traditional ML approaches to address
HS detection, including misogyny and
xenophobia. In addition, we present the
first experiments with monolingual and
multilingual pre-trained language mod-
els based on Transformers.

• Chapter 4 describes the different cor-
pora and lexicons we generate during the
thesis for the research on offensive lan-
guage and emotion analysis. Specifically,
three corpora and three lexicons, mainly
focused on Spanish, are presented.
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• Chapter 5 introduces our contribution
to addressing offensive language detec-
tion. We propose a novel approach
that uses the MTL paradigm to com-
bine different phenomena inextricably
related to the expression of offensive lan-
guage. This approach aims to bene-
fit from shared knowledge across tasks
to improve the detection of offensive
language. We identify some linguistic
phenomena that might be involved in
the expression of offensive language and
present initial experiments.

• Chapter 6 focuses on the evaluation
of the proposed MTL learning approach
in different offensive language scenar-
ios studying the integration of the lin-
guistic phenomena defined in Chapter
5. We show the success of our MTL
methodology by comparing its perfor-
mance with previous state-of-the-art ap-
proaches that do not consider this useful
information.

• Chapter 7 presents two different shared
tasks organized in the framework of this
doctoral thesis to promote the research
on emotion analysis and offensive lan-
guage detection in Spanish. The task
descriptions, the corpora and evaluation
measures used as well as the participants
and results achieved are described.

• Chapter 8 finally summarizes our con-
clusions where we present the main find-
ings of this doctoral thesis and suggest
future research directions within offen-
sive language research.

3 Main contributions

The research conducted in this doctoral the-
sis has resulted in several contributions that
support the hypothesis outlined in Section
1.2.

Contributions to support H1:

Contribution 1 The generation of dif-
ferent linguistic resources for offensive lan-
guage research and emotion analysis focused
mainly on Spanish (Plaza-del-Arco et al.,
2020; Plaza-del-Arco et al., 2021; Plaza-del-
Arco et al., 2022).

Contribution 2 We have developed our
annotation scheme for each of the resources
generated.

Contribution 3 Using the resources gen-
erated, we have organized different shared
tasks in the IberLEF evaluation campaign to
promote offensive language research in Span-
ish (Plaza-del-Arco et al., 2021a; Plaza-del-
Arco et al., 2021).

Contributions to support H2:

Contribution 4 We have identified differ-
ent linguistic phenomena that might be in-
volved in the expression of the offense.

Contribution 5 We have proposed the
main methodology conducted in this doc-
toral thesis which follows an MTL paradigm
and relies on integrating the selected linguis-
tic phenomena in a comprehensive computa-
tional system for detecting offensive language
more accurately (Plaza-del-Arco et al., 2021;
Plaza-del-Arco et al., 2022).

Contributions to support H3:

Contribution 6 We have applied the pro-
posed approach to different scenarios in-
volved in offensive language research includ-
ing sexism, hate speech, and toxicity.

Contribution 7 We have analyzed which
linguistic phenomena benefit the most in each
scenario through extensive experiments. We
have provided a valuable discussion with the
primary findings for each scenario (Plaza-
del-Arco et al., 2021c; Plaza-del-Arco et al.,
2021b; Plaza-del-Arco et al., 2022; Plaza-del-
Arco et al., 2022)

Contribution 8 The superior performance
of our proposed approach over the previous
state-of-the-art approaches.
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