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Abstract: This paper explores the effectiveness of transformer-based models in the
discourse function multi-label classification of lexical bundles task in two languages,
Basque and Spanish. The study has a dual focus: firstly, to evaluate the impact
of manually and automatically annotated datasets in the fine-tuning for this task;
secondly, to demonstrate the efficiency of multilingual language models in a cross-
lingual transfer learning context for this task. First and foremost, our findings reveal
their ability to generalize discourse function classification of lexical bundles beyond
specific sequence of words forms in the mentioned task in both monolingual and
cross-lingual transfer learning contexts. In the former setting, this research highlights
the superiority of manually annotated datasets over the automatically annotated
ones as long as dataset size is sufficiently large. In the latter case, despite the transfer
learning occurring between two typologically different languages, results also suggest
the superiority of manually annotated datasets along with the capability to surpass
the monolingual results when ratios of target and source language training and fine-
tuning corpora are balanced.

Keywords: lexical bundles, discourse function classification, manual annotation,
multilingual transfer learning.

Resumen: Este articulo explora la efectividad de los modelos basados en transfor-
mers en la clasificacién multietiqueta de la funcién discursiva de tareas de conjuntos
léxicos en dos idiomas, euskera y espanol. El estudio tiene un doble enfoque: en
primer lugar, evaluar el impacto de los conjuntos de datos anotados manual y au-
tomaticamente en el fine-tuning para esta tarea; en segundo lugar, demostrar la
eficiencia de los modelos de lenguaje multilingiies en un contexto de aprendizaje de
transferencia entre idiomas para esta tarea. En primer lugar, nuestros resultados
revelan la capacidad de los transformers de generalizar la clasificacién de funcio-
nes discursivas de conjuntos léxicos més alld de las formas especificas de secuencia
de palabras, en contextos tanto de aprendizaje monolingiie como de transferencia
de aprendizaje entre idiomas. En el primer contexto, esta investigacién destaca la
superioridad de los conjuntos de datos anotados manualmente sobre los anotados au-
tomaticamente, siempre que el tamanio del conjunto de datos sea lo suficientemente
grande. En el Ultimo, a pesar de que el aprendizaje de transferencia ocurre entre dos
idiomas tipoldgicamente diferentes, los resultados también sugieren la superioridad
de los conjuntos de datos anotados manualmente, asi como la capacidad de superar
los resultados monolingiies cuando se equilibran las proporciones de los corpus de
entrenamiento y ajuste fino en el idioma objetivo y de origen.

Palabras clave: conjuntos léxicos, clasificacién de funciones discursivas, anotacion
manual, aprendizaje de transferencia multilingiie.
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1 Introduction

Lexical bundles (LB) are defined as recu-
rrent lexical sequences with high frequency
and dispersion (Biber et al., 1999). They are
n-grams which are automatically extracted
from a corpus using statistical metrics. We re-
fer to sequences such as it is clear that, as can
be seen, it should be noted, etc. In the context
of academic English, LBs have been studied
extensively (Hyland, 2008a; Simpson-Vlach y
Ellis, 2010; Biber, Conrad, y Cortes, 2004). In
particular, they have been used to provide re-
sources for novice writers (Granger y Paquot,
2015). The interest of LBs lies in the discour-
se function they are associated with. This is
because although many of them are composi-
tional, their relevant meaning does not come
from their propositional meaning, but from
their discourse meaning. Thus, a novice wri-
ter has to know that it should be noted is
one of the ways to highlight their statement,
but as can be seen serves to resend something
mentioned previously.

With the aim of building up resources hel-
ping novice writers in academic Spanish and
Basque, we compiled lists of academic LBs,
referred here as the umbrella term of formu-
lae (Alonso-Ramos y Zabala, 2022). These
formulae comprise sequences of diverse na-
ture, including discourse markers, connectors
and modal operators, as well as other ele-
ments that are not easily classified through
a specific tag. With these lists of formulae,
we have annotated both a Spanish (Guzzi et
al., 2023) and a Basque corpus, and, to the
best of our knowledge, these corpora are the
first to be annotated in this way. The goal
of this annotation has been to obtain a gold-
standard corpus to train and evaluate Lar-
ge Language Models (LLM) on the identifi-
cation and classification of academic formu-
lae in new corpora. The automatic identifica-
tion and classification is a challenge for the-
se models, and an open question is whether
discourse functions can be effectively mode-
led using distributional approaches. In our
study, we aim to address this question by le-
veraging BERT-like models. Indeed, the fine-
tuning framework of BERT-like (Devlin et
al., 2018) encoder-only models have proven
to be suitable for capturing intricate and
nuanced discourse relations (Kishimoto, Mu-
rawaki, y Kurohashi, 2020; Hou, 2020), as
they effectively grasp intricate linguistic rela-
tionships and contextual dependencies within
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the discourse, critical for identifying diver-
se discourse functions that are often context-
sensitive. Furthermore, the capacity to fine-
tune a single multilingual model on multiple
languages allows cross-lingual transfer lear-
ning, making them a cost-effective and ef-
ficient choice in the discourse field (Kurfa-
li y Ostling, 2021; Liu, Shi, y Chen, 2020),
especially in resource-scarce languages like
Basque. For these reasons, this study emplo-
yes BERT-like models in order to tackle the
multi-label classification task in Basque and
Spanish. Moreover, due to the importance of
the manually annotated datasets in the dis-
course field in NLP (Nie, Bennett, y Good-
man, 2019; Sileo et al., 2019), we also in-
tend to evaluate the impact of those datasets
in the multi-label classification of formulae,
comparing its results with those derived from
automatically constructed ones.

2 Related Work

The development of large pre-trained langua-
ge models has proved to be very effective
in most of the NLP fields. Discourse-related
tasks like discourse parsing (Koto, Lau, y
Baldwin, 2021; Liu, Cohen, y Lapata, 2019),
RST parsing (Xiao, Huber, y Carenini, 2021;
Kwon et al., 2021) or argumentation mining
(Fergadis et al., 2021) have also been success-
fully tackled by BERT-like models.

The studies most related to our research
are indeed those dealing with discourse
analysis (Chiarcos, 2022; Ru et al., 2023),
mostly focused on the identification of con-
nectors that establish discourse relations bet-
ween sentences (Zhou et al., 2010; Braud y
Denis, 2016). This type of analysis is cru-
cial for understanding how the information
is structured within a discourse, and its im-
plementation can be useful for different NLP
tasks, such as natural language generation
(Callaway, 2003; Leopold, Mendling, y Polyv-
yanyy, 2014), sentiment analysis (Mukherjee
y Bhattacharyya, 2012; Bayoudhi, Ghorbel,
y Belguith, 2015), textual entailment (Pan et
al., 2018) or machine translation (Meyer y
Webber, 2013; Hardmeier, 2014).

While the majority of research on discour-
se markers has been conducted in English,
contributions in other languages like Basque
and Spanish, the languages under examina-
tion in this study, have also surfaced. One of
the few contributions in the discourse field
in Basque is from (Iruskieta et al., 2013),
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who created the Basque discourse TreeBank!
annotated with Rhetorical Structure Theory
(RST). Regarding the Spanish language, (da
Cunha, Torres-Moreno, y Sierra, 2011) also
released a RST treebank? and (Guzzi et al.,
2023) published a corpus with academic le-
xical bundles annotated with discourse fun-
ctions.

More recent work have explored the use
of automated methods to identify discour-
se markers from corpora. For example, (Na-
zar, 2021) introduced a method for identif-
ying and categorizing discourse markers in
English, Spanish, German and French using
statistical analysis and clustering methods.
Although the majority of works related to
discourse marker predictions with transfor-
mers are in English (Pandia, Cong, y Et-
tinger, 2021; Huber y Carenini, 2022), some
authors have extended it to the cross-lingual
scenario and to other languages. For exam-
ple, (Kurfali y Ostling, 2021) evaluated seve-
ral transformer-based multilingual models in
various discourse-related tasks, and Spanish
was included. Similarly, (Liu, Shi, y Chen,
2020) trained a RST multilingual parser out
of a language independent shared semantic
space derived from multilingual models, in-
cluding Basque and Spanish among others.
The work of (Toro, Zamorano, y Moreno-
Sandoval, 2022) also use transformer-based
models for conducting a binary classification
of discourse markers in Spanish in the finan-
cial field, achieving a F1-score of 0.933.

3 Dataset creation

In this section we summarize the creation of

the two types of datasets employed in this

research, that is, the manually annotated one

and the automatically annotated one.

3.1 Basque and Spanish academic
corpora

The point of departure of the research are
two academic corpora, one in Basque (Aran-
zabe, Gurrutxaga, y Zabala, 2022) and the
other one in Spanish (Villayandre y others,
2018; Salido et al., 2018). The Basque corpus
encompasses 295 Bachelor’s theses and 105
Master’s theses, altogether totaling 3.2 mi-
llion tokens. Conversely, the Spanish corpus
comprises 413 research articles (Salido et al.,
2018) and 176 Bachelor’s and Master’s the-
ses (Villayandre y others, 2018), containing

"http://ixa2.si.ehu.eus/diskurtsoa/en/
*http://www.corpus.unam.mx/rst/
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a total of 5 million tokens. In this study, we
haven not distinguished between research ar-
ticles, Master’s and Bachelor’s theses within
the corpus analysis, thus this distinction we
acknowledge is an avenue for potential future
investigation.

3.2 Label definition

Before creating any of the mentioned da-
tasets, the authors agreed the labels which
referred to the different discourse functions
with the annotators, who decided to group
all labels in three different discourse groups
that encompass their respective discourse
functions. These discourse functions have
been organized according to a three-fold divi-
sion (Biber, Conrad, y Cortes, 2004; Hyland,
2008b): EST, which is related to text struc-
ture; REF for referring to research content;
READER for positioning and addressing the
reader.

Thus each label comprises two annotation
levels, the discourse group and the discour-
se function itself, both of them separated by
an underscore. In Spanish we defined 38 la-
bels and in Basque we added 3 extra labels
to the latter ones. In light of this, we cite the
following sentence in example 1 to illustra-
te the use of the formulae “sailkatzen da” in
Basque:

(1)

Saiakera bost ataletan sailkatzen
da3

This discourse function associated with this
formulae is part of the REF group and the
SETGROUPS subgroup which is meant to
establish groups in the discourse. Example
2 shows the formulae “por eso“ in Spanish,
which belongs to the EST group and the
EXPCAUS subgroup used for expressing cau-
se:

(2)

Por eso nos manejamos con las cifras
antes citadas®

In this paper, our analysis has focused prima-
rily on the classification of formulae into dis-
course functions. Given the complexity and
potential significance of this aspect, we have
chosen to defer a comprehensive analysis of
the discourse groups and their corresponding
subgroups to future research.

3In English, “The essay is categorized into five
parts“.

4In English, “Thus we handle the previously men-
tioned ciphers.
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This paper addresses the automatic iden-
tification and multi-label classification of aca-
demic formulae in both monolingual and
cross-lingual settings in Basque and Spanish
using automatically and manually annotated
datasets in both settings.

3.3 Automatically annotated
dataset

As mentioned before, in our research we have
employed an automatic annotation process to
annotate both corpora with their respective
labels. In order to facilitate this annotation,
our annotators have curated for each langua-
ge a dictionary that links lexical bundles with
their corresponding labels.

It is important to highlight that in the an-
notation process it was observed that certain
lexical bundles exhibited the potential to be
associated with multiple discourse functions.
To maintain clarity and simplicity when au-
tomatically annotating the corpus, the anno-
tators included only the most frequent dis-
course function label for the ambiguous for-
mulae. In the Basque dictionary the annota-
tors delineated 366 formulae within the EST
group, 209 within the READER and 290
within the REF one. Conversely, the Spanish
one encompassed 428 within the EST group,
122 within the READER and 464 within the
REF.

Employing the aforementioned dictiona-
ries as reference, we developed an in-house
script for the automated labeling of both cor-
pora and also for splitting the latter into trai-
ning, development and test datasets.

The resulting output for the automated la-
belling part generated BIO annotated data-
sets in CONLL format that comprise the enti-
rety of corpora for each of the languages. The
Basque corpus is composed by 87,140 senten-
ces and 54,794 labelled formulae while the
Spanish one encompassed 146,362 sentences
and 68,856 labelled formulae. The percentage
between annotated to non-annotated senten-
ces in both languages approximates 33 %.

In initial experimentation, we partitioned
the annotated corpora randomly and conduc-
ted classification experiments. However, we
noted that the F1 scores exceeded 98 % be-
cause the lexical forms present in the test
subset also occurred in the training and de-
velopment ones. Within this scenario, it is
not possible to prove the models’ capacity
for generalizing the discourse function clas-
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sification task beyond word forms. We adres-
sed the latter issue following the next split-
ting strategy for both labelled corpora: first,
only sentences with one labelled formulae we-
re considered; second, only labels with more
than five formulae were taken into account;
third, 20% of the formulae were randomly
set aside to create the test set; last, 80 %
of the remaining formulae were employed to
create the training and development sets.’
Note that with this strategy we make sure
that the lexical bundles found exclusively in
the test set do not overlap with the training
and development data. This partitioning is
motivated by our desire to assess the gene-
ralization capabilities of transformers, given
that the formulae present in the test set re-
main unobserved within the training and de-
velopment. Sticking to the same proportions
as previously described for the partitioning,
we allocated all non-annotated sentences to
the three respective sets. We have intentio-
nally divided the data this way to prevent
any overlap of word forms between the test
subset and the training and development sub-
sets. However, it is worth emphasizing that
we recognize the importance of the excluded
data segments, and we are actively conside-
ring their inclusion in future research.

As a result, the filtered Basque data-
set encompasses 72,130 sentences, comprising
15,027 annotated instances, and the Spanish
dataset has a total of 125,601 sentences, with
27,261 of them being annotated. The ratio
of annotated to non-annotated sentences in
both languages in the filtered dataset appro-
ximates the 22 %. Furthermore, the division
of these datasets into training, development,
and test subsets adheres to the proportions
mentioned in the previous paragraph.

Note that when applying the partitioning
script, although it doesn’t have a significant
impact on the overall number of sentences
within each dataset, both languages undergo
a reduction in the amount of the annotated
lexical bundles.

3.4 Manually annotated dataset

The specifics of the manual annotation pro-
cess and annotation criteria for the Spanish
dataset are comprehensively outlined in the
work by (Guzzi et al., 2023). Following these
established criteria, the Basque corpus un-

®0Out of which 75% are used for the training set
and 25 % for the development one.
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derwent manual annotation, and a detailed
account of the annotation procedure for the
Basque dataset will be provided in an upco-
ming publication.

As a result, we obtained a 43,909 senten-
ce corpus with with 56,271 annotated lexical
bundles in the Basque corpus, and 82,175 in
the Spanish one with 60,715 annotated lexi-
cal bundles, both of them labelled via BIO
annotation and in CONLL format. Note that
the the proportion of annotated bundles per
corpus size in comparison to the automati-
cally annotated ones is higher.

After manually annotating the corpora,
we employed the same filtering procedure as
used in the automatically annotated data-
set. This resulted in 1,842 annotated senten-
ces for the Basque dataset and 5,522 for the
Spanish dataset, which constitute 12 % and
20 % of the size of their respective automati-
cally annotated counterparts. In order to en-
sure that the datasets are large enough for
training and evaluation, we introduced mo-
re non-annotated sentences than in the au-
tomatically created ones, thus decreasing the
annotated and non-annotated ratio to appro-
ximately 10 %, but we kept the same parti-
tioning proportions for splitting the dataset
in training, development and test subsets.

4 Experimental setting

The present section is dedicated to detail the
experimental settings of the monolingual and
cross-lingual experiments of the research.

4.1 Monolingual experiments

This section is divided in the following parts:
the description of the experimental setting
with the automatically annotated datasets,
the setting with the manually annotated da-
tasets and the baseline experimental setting
for both types of datasets.

4.1.1 Transformer-based experiments

In a preliminary phase we conducted expe-
riments employing several transformer-based
models from the Hugging Face library.® The-
se experiments were carried out in the dis-
course function classification task for both
languages with the automatically created da-
tasets, including both monolingual and mul-
tilingual models.

From this preliminary exploration, we re-
tained the top-performing models (compri-
sing multilingual and monolingual) for each

Shttps://huggingface.co/
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language. We executed a grid search with va-
rious learning rates, including le-6, 5e-6, 7e-
6, le-5, 2e-5, 3e-5, 4e-5 and be-5, while kee-
ping the rest of the parameters in the de-
fault setting. For the large models we doubled
the epoch numbers to 6, because we obser-
ved that these modifications were necessary
to optimize the convergence and performance
of these models.

In our initial experiments involving the
automatically annotated Basque datasets, we
observed that xlm r_large (Conneau et al.,
2020) and ixambert (Otegi et al., 2020) pro-
ved to be the top-performing multilingual
models, while the best-performing mono-
lingual models included rob_eu_large (Mi-
kel Artetxe, 2022) and bert_eu (Agerri et al.,

2020).
In the context of Spanish, the initial
experiments revealed that ixambert,

xlm r_large and mdebertav3_base (He et
al., 2021) were the top-performing multi-
lingual models. Among the monolingual
models, beto_uncased (Canete et al., 2020)
and rob_es base (Fandino et al., 2022)
showed the best performance.

We carried out the manually annota-
ted dataset experiments employing the top-
performing models over the automatically an-
notated ones, to enable a comparative analy-
sis of the models’ performance when confron-
ted with two distinct types of datasets. We ap-
plied the same grid-search criteria as in the
automatically annotated ones, but due to the
smaller size of the corpora we incremented
the epoch number to 10. Both automatically
and manually annotated dataset results are
shown side-by-side in table 1. At this point it
is important to emphasize that even though
we acknowledge that the results of these two
types of datasets are not directly comparable,
we also consider that the side-by-side com-
parison of their results shall provide insights
into the impact of manual review for training
models.

4.1.2 Baseline experiments

As our baseline approach, we employed a
Bi-LSTM-CNN-CRF neural architecture, as
proposed by (Ma y Hovy, 2016), and we im-
plemented it using the PyTorch framework,
following the method described by (Cherno-
dub et al., 2019).” For both the Basque and
Spanish languages, we initialized the network

"https://github.com/achernodub/targer
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using official fastText embeddings.®

During training, we conducted 50 epochs
and selected the model that exhibited the
best performance on the development set. We
used the Adam optimizer, set a learning ra-
te of 0.001, and employed 100-dimensional
vectors. Additionally, we maintained the rest
of the hyper-parameters at their default set-
tings.

4.2 Cross-lingual experiments

The present section explains the experimen-
tal setting of cross-lingual experiments in this
research.

4.2.1 Transformer-based experiments

In the cross-lingual transfer learning setting
with automatically annotated datasets we
employed the two top-performing multilin-
gual transformer-based models from the mo-
nolingual experimentation setting, ixambert
and xlm_r_large, which encompassed the
Basque language. The multilingual model
mdebertv3 yielded very competitive results
in the monolingual setting for Spanish, con-
sistent with the findings in (Agerri Gascon
y Agirre Bengoa, 2023). However, the latter
model has a suboptimal performance with
Basque language in both monolingual and
cross-lingual settings, so that it has been ex-
cluded from the cross-lingual transfer lear-
ning experiment. We also performed expe-
riments with mbert in both settings and it
yielded significantly lower results in both
scenarios when compared to ixambert and
xlm r_large for both languages, leading to
its exclusion as well. Due to space limitations
in the paper, we have not included the results
for these two models, so our focus was on
highlighting the best-performing models for
a more concise and informative presentation
of results.

Given the variety of dataset sizes and
combinations in the fine-tuning of the cross-
lingual setting with automatically annotated
datasets, we didn’t conduct a grid-search. In
the case of x1m r_large, we decreased the
learning rate to le-5 and increased the epochs
to 6, in ixambert we kept the default para-
meters.

In order to create a framework for the
cross-lingual transfer learning with automa-
tically created datasets, we integrated both
the target and source languages within the

8FastText embeddings by (Grave et al., 2018).
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bilingual training and development datasets,
introducing varying proportions of the sour-
ce language (10 %, 30 %, 50 % and 100 %) in-
to these subsets, while preserving the original
data in the target language subset. Further-
more, when inserting each subset proportion,
we randomly chose three subsets for each pro-
portion and averaged the results. Using the
subsets outlined in Section 3.3, it is worth
noting that we prevent the overlap of lexi-
cal bundles between the test subset and the
training and development ones for both tar-
get and source languages. This approach was
employed during the fine-tuning phase, thus
exploring the strategy with Basque as tar-
get language and Spanish as source one, and
vice-versa (see tables 2 and 3 respectively).

In the evaluation of these strategies, we ca-
rried out the testing for both bilingual confi-
gurations in both languages, enabling a com-
parative analysis of the contributions made
by the two configurations for each target lan-
guage. In order to further explore the contri-
butions of the source language in the transfer
learning, we also compared side-by-side the
results of each bilingual configuration (tested
on the target language) with those obtained
from proportions of the target language sub-
set (see table 4).

Regarding the cross-lingual setting with
manually annotated datasets, we followed a
simpler approach. Due to the smaller size of
the datasets, we shuffled both languages’ la-
belled datasets in the training and develop-
ment, and tested them in Basque and Spa-
nish labelled test subsets (see table 5). We
also proceeded with the same grid-search as
in its monolingual manually annotated coun-
terpart.

4.2.2 Baseline experiments

In the context of our cross-lingual experi-
ments, we made use of the same setting as
described in its monolingual counterpart, but
initializing the network with bilingual embed-
dings (Basque-Spanish) that were previously
mapped using the unsupervised method of
vecmap (Artetxe, Labaka, y Agirre, 2018).

5 Results
In this section, we analyze the outcomes of
two distinct categories of experiments.

5.1 Monolingual experiments

In this setting we compare side-by-side the
results of the top-performing transformer-
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based models both monolingual and multi-
lingual for Basque and Spanish.”

Table 1 presents the precision, recall and
F1-score results of the aforementioned expe-
riments. The table is structured as follows: on
the one hand, the first five rows are dedica-
ted to the Basque language and the last five
rows to Spanish; on the other hand, first three
columns show the automatically constructed
datasets’ results, while the last three show
the manually constructed ones. For the Bas-
que language, as mentioned in Section 4.1.1,
we report the results for the baseline mo-
del, followed by the top-performing models,
specifically, ixambert (imbrt), x1lm r_large
(xml), rob_eu large (robeu), and bert_eu
(bereu), across both dataset modalities.
Similarly, the Spanish language section
provides results for the baseline model,
along with x1m r large, mdebertv3 (mdb3),
beto_uncased_large (beto), and rob_es (ro-

bes).

Aut. created
P R F1

Man. created
P R F1

eu

base
imbrt
xlm
robeu

0.54 0.22 0.31
0.69 0.65 0.64
0.80 0.66 0.72
0.78 0.68 0.73

0.63 0.47 0.54
0.67 0.71 0.64
0.54 0.66 0.6

0.66 0.67 0.66

0.73 0.65 0.69

0.50 0.39 0.44
0.78 0.62 0.70
0.83 0.73 0.77
0.79 0.67 0.72
0.82 0.58 0.64
0.81 0.68 0.74

0.60 0.66 0.63

0.80 0.52 0.63
0.82 0.78 0.79
0.82 0.80 0.81
0.84 0.82 0.83
0.86 0.78 0.82
0.79 0.76 0.78

bereu

base
imbrt,
es | xlm
mdb3|
robes
beto

Tabla 1: Results in the monolingual experi-
ments, test in corresponding language.
Best results within a model and across both
dataset configurations in bold, best results
within a language across all models and both
dataset configurations underlined.

5.2 Cross-lingual experiments

This section resumes the results of the expe-
riments described in in section 4.2.

5.2.1 Automatically annotated
dataset

Table 2 presents the results of the cross-

lingual experiments with the following table

structure: within each five-row group, we fo-

cus on a multilingual transformer-based mo-

9In this research we have used the 1SO-639-1 lan-
guage codes for Basque and Spanish, eu and es res-
pectively.
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del, with each row representing varying pro-
portions of the source language to be inser-
ted into the bilingual datasets; on the other
hand, first three columns display the results
of the bilingual dataset using Basque as tar-
get language and Spanish as source one, with
test in Basque. The remaining three columns
show the results of the opposite dataset con-
figuration, also with test in Basque. Conver-
sely, table 3 has the same structure, but with
the test in Spanish. We also indicate the zero-
shot (zs) scenario results in all cases. Due to
the space constraints and the comparatively
low performance of the baseline in this expe-
rimental setting, we have omitted its results
from this study.

Autom. created (test eu)
es+ %eu eu+ %es
P R F1 |P R F1
zS 0.57 0.07 0.12] - - -
10% | 0.63 0.59 0.61| 0.71 0.58 0.64
imbrt | 30% | 0.65 0.57 0.6 | 0.74 0.59 0.65
50% | 0.68 0.59 0.63| 0.74 0.59 0.66
100 %| 0.75 0.58 0.65| 0.76 0.57 0.65
ZS 0.49 0.07 0.13| - - -
10% | 0.53 0.59 0.56| 0.62 0.64 0.62
xlm 30% | 0.6 0.63 0.61]| 0.70 0.65 0.67
50% | 0.64 0.65 0.64| 0.71 0.66 0.68
100 %| 0.74 0.68 0.71] 0.71 0.66 0.68

Tabla 2: Results in the cross-lingual experi-
ments with Basque dataset plus percentage
of Spanish dataset, test in Basque. Best
results within the same model and dataset
configuration in bold, and best results across
all models and dataset configurations under-
lined.

We also show a comparison of the results
to quantify the contribution of an external
language, so that we compare side-by-side the
results of the proportions of Basque and Spa-
nish datasets and their corresponding bilin-
gual counterparts. Table 4 indicates, on the
one hand, the Fl-score results of the Basque
and Spanish proportion datasets, and, on the
other hand, the contribution of an external
language to the former'? represented as abso-
lute gains with respect to the former results.
5.2.2 Manually annotated dataset

Lastly, we summarize all results of the tree
types of previous experiments'! along with

Extracted from F1 column of tables 2 and 3.

"That is, monolingual scenario and automati-
cally and manually created dataset, and cross-lingual
transfer scenario and automatically created dataset,
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Automat. created (test es) P R FI
es+ %eu eu+ %es base  cross man. | 0.81 0.56 0.66
P R F1 P R F1 mono auto. | 0.69 0.65 0.64
7S - - - 0.07 0.02 0.03 imbrt mono man. | 0.67 0.71 0.64
10% | 0.77 0.57 0.65| 0.55 0.54 0.54 cross auto. 0.74 0.59 0.66
imbrt | 30% | 0.75 0.54 0.63| 0.73 0.59 0.65 Cross man. 0.71 0.69 0.70
50% | 0.77 0.55 0.64| 0.71 0.53 0.61 eu mono auto. | 0.80 0.66 0.72
100 %| 0.77 0.54 0.63| 0.78 0.56 0.65 xlm mono man. | 0.54 0.66 0.60
z3 - - - 0.03 0.02 0.02 cross auto. 0.74 0.68 0.71
10% | 0.75 0.73 0.72] 0.48 0.6 0.54 cross man. | 0.71 0.72 0.72

xlm 30% | 0.79 0.69 0.74| 0.69 0.68 0.69 base cross man. | 0.72 051 0.6
50% | 0.82 0.7 0.76| 0.69 0.67 0.68 mono auto. | 0.78 0.62  0.70
100 %| 0.81 0.68 0.74| 0.8 0.67 0.73 imbrt mono man. | 0.82 0.78 0.79
cross auto. 0.78 0.56  0.65
Tabla 3: Results in the cross-lingual experi- cross man. | 0.84 0.77 0.80
ments with Spanish dataset plus percentages es mono auto. | 0.83 0.73 0.77
of Basque dataset, test in Spanish. Best xlm mono man. | 0.82 0.80 0.81
results within the same model and dataset cross auto. | 0.82 0.7  0.76
configuration in bold, and best results across cross man. | 0.82 0.83 0.82

all models and within a dataset configuration
underlined.

Autom. created
test eu test es
%eu es+ %eu | %es eut+ %es

10% | 0.34 +0.27 0.49 +0.05

cmbrt 30% | 0.59 40.01 0.62 +0.03
50% | 0.64 -0.01 0.65 -0.04
100% 0.64 4+0.01 0.67 -0.02

10% | 0.26 +0.30 0.39 +40.15

«m 30% | 0.44 +0.17 0.58 +0.11
50% | 0.56 +0.08 0.7 -0.02

100% 0.67 +0.04 0.72 +0.01

Tabla 4: Results that compare side-by-side
the Fl-scores of portions of Basque and Spa-
nish datasets with their bilingual counter-
parts, with test in corresponding langua-
ge. The results of bilingual datasets show the
absolute gain with respect to its monolingual
counterpart. Best results between a propor-
tion and its bilingual counterpart in bold, and
best results across all models and within a
dataset configuration underlined.

the scores of the cross-lingual transfer lear-
ning experiment with manually annotated
datasets in table 5. As mentioned before, by
comparing the performance of models trained
on both types of datasets, researchers can as-
sess the effectiveness of manual annotation
and thus have a deeper understanding of dif-
ferent annotation approaches (see section 6)
for informing future decisions regarding da-
taset creation and model training strategies
for discourse function classification task.

their results have been extracted from 1, 2 and 3,
respectively.
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Tabla 5: Comparison of best results of all ty-
pes of experiments conducted in the study.
Best result of a model within a language in
bold, and best result among all models within
a language underlined. Test in correspon-
ding language.

6 Discussion

This section is a summary of the main fin-
dings of this research.

Transformer-based models prove to
be able to generalize discourse fun-
ctions. On the one hand, results in tables
1 and 5 show that transformer-based mo-
dels outperform the baseline in every possible
configuration. On the other hand, given the
configuration of the datasets, which avoids
the overlap of formulae between training/de-
velopment subsets and the test one, results
in practically all tables indicate that trans-
formers have the ability to classify discour-
se functions without relying on specific word
forms. The capacity of transformers to handle
tasks that require intricate comprehension of
text beyond surface-level features in several
NLP tasks features is well-known. This abi-
lity has been previously acknowledged in the
context of binary discourse function classifi-
cation for Spanish, as demonstrated by Toro,
Zamorano, y Moreno-Sandoval (2022). Thus
we have extended these insights to the consi-
derably more complex multi-label classifica-
tion scenario as well as to the cross-lingual
transfer learning one in our current study.

Multilingual and monolingual
transformer-based models exhibit si-



Multi-label Discourse Function Classification of Lexical Bundles in Basque and Spanish via transformer-based models

milar performances in the monolingual
setting. The results in table 1 fail to provide
substantial evidence regarding the compa-
rative performance between multilingual
and monolingual models in the discourse
function classification task. This observation
does not entirely align with the findings
in Agerri Gascén y Agirre Bengoa (2023),
which suggested that large multilingual
models outperformed their monolingual
counterparts across various tasks. It is
important to emphasize that our work is
focused on discourse function classifica-
tion while the mentioned authors research
covers a wide variety of tasks. Discourse
function classification of lexical bundles
places a strong emphasis on contextual
understanding and subtleties in language
use, making it a unique testing ground for
model performance.

A manually annotated dataset of suf-
ficient size yields superior results com-
pared to automatically annotated ones
in the monolingual setting. Results in
table 1 show that in the monolingual set-
ting transformer-based models and the ba-
seline exhibit enhanced performance in Spa-
nish when utilizing manually annotated da-
tasets as opposed to automatically created
ones, while in the case of the Basque langua-
ge, the results indicate the opposite trend.
Considering the disparity in dataset sizes,
this observation suggests that beyond a cer-
tain dataset size threshold, manual curation
can significantly enhance model performan-
ce in token classification tasks. In order to
back this statement, we conducted an expe-
riment reducing the manually annotated da-
taset in the best model in Spanish from table
1, mdbertv3, making it equivalent in size to
the Basque dataset. Its results were conside-
rably reduced, under-performing its automa-
tically annotated counterpart.'? The sensiti-
vity of the fine-tuning dataset size will also
appear in the last finding which is related to
the cross-lingual scenario.

Transformer-based models demons-
trate suboptimal performance in zero-
shot learning scenarios within the mul-
tilingual setting. Results in tables 2 and
3 demonstrate that transformer-based mo-
dels are unable to perform zero-shot discour-
se function classification tasks effectively in

12Precision, recall and f1 scores dropped from 0.84,
0.82 and 0.83 to 0.708, 0.685 and 0.696, respectively.
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a multilingual context. This phenomena has
already been discussed by Lauscher et al.
(2020), who observed that large multilingual
models exhibit limited performance in zero-
shot transfer to distant target languages, par-
ticularly for languages with limited monolin-
gual data for pre-training. The languages in
our study, Basque and Spanish, fulfill both
aspects.

Automatically annotated datasets in
the cross-lingual scenario do not out-
perform their monolingual counter-
parts. A comparison of the results for both
languages in the automatic setting of the da-
tasets in x1lm_r_large and ixambert models
in table 1 with their cross-lingual counter-
parts in tables 2 and 3 show that employing
automatically annotated datasets is not ef-
fective in the cross-lingual setting. The only
expcetion is ixambert with the eu+ %es da-
taset setting, where the language model has
enough target language corpus in the training
and the source language contribution in the
bilingual dataset is big enough. We consider
this phenomena interesting aspect to be stu-
died in the future, utilizing a language model
with enough amount of data in both target
language corpus training and source language
dataset.

Automatically annotated datasets
show their effectiveness in small data-
sets sizes in the cross-lingual setting.
Results in table 4 show that the influence
of an external language is evident within the
range of 10 % to 30 %, with the only exception
of x1m_r_large in the Basque setting that ex-
tends to the 100 % of the configuration. The
contribution of the Spanish to Basque por-
tions of corpus (es+ %eu column) seems to be
more pronounced than the opposite, and this
could be because the size of the Spanish trai-
ning corpus in the models is bigger than the
Basque one, thus being more difficult to im-
prove the former’s results. However, note that
despite the difference of Basque and Spanish
languages, Basque contributes significantly in
the 10% to 30% range with x1lm r large.
Despite those results, none of them in any
of the models of table 4 outperform the their
monolingual counterparts in table 1.13

Manually annotated dataset in the

13The only exception is the eut %es column re-
sult in ixambert model with test in Basque, which
slightly surpasses its respective monolingual counter-
part (0.65 vs 0.64, respectively).
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cross-lingual transfer learning scenario
benefits low-resourced languages. Sur-
prisingly, table 5 shows that the only com-
bination where manually annotated datasets
outperform the rest of the setting, and parti-
cularly its monolingual counterpart, is in the
Basque as target language using ixambert
model, and not xlm r_large as expected.
The ratio between Basque and Spanish in
the source fine-tuning datasets is aproxima-
tely 33 %, and the ratios of the training cor-
pora in the mentioned languages in ixambert
and x1m r_large are 32 % and 2.8 % respecti-
vely.'* This finding suggest that cross-lingual
transfer learning with small sized manually
annotated datasets surpasses its monolingual
counterpart when the distribution of trai-
ning corpora and fine-tuning datasets of tar-
get and source languages is quite comparable,
with the target one being lower-resourced. In
the rest of the cases when target language
has more resources like Spanish or the da-
taset distributions are not comparable, this
setting does not seem perform effectively the
transfer learning.'® Apparently, this pheno-
mena doesn’t seem to be aligned with the
previous finding, where x1m r_large effecti-
vely conducted the transfer learning in the
10-30 % range of dataset portions. Conside-
ring the substantial difference in size between
automatically and manually annotated fine-
tuning datasets, with the 10 % range one in
the former doubles the latter, this results sug-
gests that the cross-lingual transfer learning
capabilities of these models are highly sen-
sitive to the fine-tuning dataset size. There-
fore, to enhance those models’ performance,
it is crucial for the sizes of these datasets to
be more comparable as they reduce their si-
ze. Recognizing the promise of cross-lingual
transfer learning for low-resourced languages
in discourse function classification, we aim to
conduct an in-depth research of this particu-
lar field in future works.

7 Conclusion

The study reveals several insights into the
use of transformer-based models for the dis-
course function classification task. First, our
findings demonstrate the generalization capa-

“Corpus sizes extracted from Otegi et al. (2020)
and Conneau et al. (2020)

'5The only exception is xlm_r_large with target
language in Spanish, but the difference of the cross-
lingual setting with respect of the monolingual one is
not statistically significant (P-value=0.7657).
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bilities of transformer-based models for clas-
sifying nuanced discourse functions without
being reliant on specific word forms. Additio-
nally, the study emphasizes the critical role
of dataset size and curation in model perfor-
mance. Manually annotated fine-tuning da-
tasets significantly outperform automatically
annotated ones in the monolingual setting as
long as the dataset size is sufficient. This fin-
ding suggests, on the one hand, that rich and
contextually nuanced information is neces-
sary for addressing discourse function clas-
sification, and, on the other hand, the high
sensitivity of the models to the dataset si-
zes. Lastly, the cross-lingual transfer learning
results show a more complex scenario with
manually annotated datasets, in which achie-
ving the right balance between the size of the
source language training corpus and size of
fine-tuning dataset is needed in order to suc-
cessfully harness the transfer learning capa-
bilities of multilingual models. Thus automa-
tically annotated datasets would be a viable
alternative in two cases: first, in monolingual
scenarios where manually annotated data is
unavailable or doesn’t yield a sufficient size;
second, in cross-lingual transfer learning sce-
narios with small-sized automatically anno-
tated dataset in the target language and a
large one in the source side.

This preliminary study holds particular
significance for low-resourced languages like
Basque in the discourse function classifica-
tion field, as the insights derived from our
findings can serve as valuable guidance.
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