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Abstract: A bottleneck in the Electronic Health Records (EHRs) classification ac-
cording to the International Classification of Diseases (ICD) task is the challenge
involved in getting large amounts of clinical Spanish documents for training efficient
language models with private health data. The federated learning (FL) strategy
enables the independent training of several models and the subsequent unification
of each resulting model parameters to generate a unified model without the need to
share sensitive data out of the clinical facilities. We analyse the feasibility of em-
ploying the federation strategy in Spanish in the context of an actual data division
environment: data coming from two real hospitals from the Basque health system
and generated in the same period. We also propose a method to further pre-train
the language model (LM) in a federated manner. We apply our federated further
pre-training method to the training of BETO and BERTmultilingual. Our findings
clearly show that it is feasible to carry out federated learning for Spanish EHR
classification using data spread across different hospitals. Moreover, the proposed
LM further pre-training method steadily surpasses the results of the model without
further pre-training.

Keywords: Clinical Natural Language Processing, Electronic Health Records in
Spanish, International Classification of Diseases, Transformers Federated Learning.

Resumen: Una limitaciéon en la clasificacion de Registros Médicos Electrénicos
(RMESs) segin la Clasificacién Internacional de Enfermedades (CIE) es el reto de
conseguir grandes cantidades de documentos clinicos en castellano para entrenar
modelos del lenguaje eficientes. El aprendizaje federado (FL) permite el entrena-
miento independiente de varios modelos y la posterior unificacion de los parametros
de cada modelo resultante para generar un modelo unificado sin necesidad de com-
partir datos sensibles fuera de las instalaciones clinicas. En este trabajo, analizamos
la viabilidad de emplear la estrategia de federacién en espanol en el contexto de una
divisién de datos real: datos generados en el mismo periodo que provienen de dos
hospitales reales del sistema de salud vasco. También proponemos un método para
pre-entrenar el modelo de lenguaje (LM) de manera federada. Aplicamos este méto-
do de pre-entrenamiento federado al entrenamiento de BETO y BERTmultilingiie.
Nuestros hallazgos muestran claramente que es factible llevar a cabo el aprendizaje
federado para la clasificacién de EHR en espafiol utilizando datos distribuidos en
diferentes hospitales. Ademads, la técnica propuesta de pre-entrenamiento federado
mejora los resultados del modelo sin pre-entrenamiento adicional.
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1 Introduction

The issue of automatic Electronic Health Re-
cords (EHRs) classification according to The
International Classification of Diseases (ICD)
has received considerable critical attention
in recent years (Xu et al., 2022). The In-
ternational Classification of Diseases (ICD)
encodes common clinical words and descri-
bes the range of diseases, disorders, injuries,
and other related health conditions (Organi-
zation, 1993). This standard is used interna-
tionally with several purposes, among others,
to aid information exchange, to generate mor-
tality and morbidity statistics, to facilitate
global information sharing, to monitor disea-
ses, and also for billing purposes by insu-
rance companies. Clinical coding is a man-
datory task in numerous countries, including
Spain, and is crucial in clinical documenta-
tion. Reading, understanding, and assigning
ICD codes to each EHR is the task devo-
ted to clinicians specifically-trained on clini-
cal documentation and coding. Clinical do-
cuments, or EHRs, are documents that pro-
vide information about patients’ health con-
ditions; they contain information about past
illnesses of the patient, lab test results, cu-
rrent health situation, patients response to
treatment, illnesses of family members, etc.
(van Aken et al., 2021). Expert coders are
in charge of assigning the corresponding ICD
codes to clinical documents, being in many
cases doctors themselves who carry out this
task. The code assignment is therefore an ex-
pensive and laborious task for healthcare sys-
tems. As a result, current research has focu-
sed on developing models capable of perfor-
ming this task automatically (DeYoung et al.,
2022; Yang et al., 2023). In this work, we deal
with the automatic ICD assignation in Spa-
nish EHRs (Barros et al., 2022).

Clinical document automatic classification
according to the ICD is considered a Natural
Language Processing (NLP) task. In recent
years pre-trained language models (LM) have
become the most widely used in these tasks
(Grid, 2022). Performance in a range of NLP
tasks, including ICD assignation, has signifi-
cantly improved after pre-training language
models on huge amounts of general domain
unlabeled texts (Teng et al., 2023), even in
Spanish (Gutiérrez-Fandifio et al., 2022). In
recent years, BERT (Bidirectional Encoder
Representations from Transformers) (Devlin
et al., 2018) has gained the most traction.
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However, it is vital to train transformers
with huge amounts of data. When working
with documents from the medical domain
getting clinical data is challenging due to dif-
ficulties with privacy and regulation. This is a
major drawback in the ICD assignation task
as there is a great lack of data to train the
models. Moreover, when dealing with other
languages rather than English, the issue wor-
sens. In Spanish and other languages in which
the available resources are scarce and hard to
obtain, federation opens a door towards en-
hancing the extreme multi-label classification
models by means of multi-lingual language
models and sharing parameters across coun-
tries without sharing sensitive data. In this
work we focus on Spanish clinical documents.

Federated learning (FL) enables the inde-
pendent training of several models (i.e., one
training procedure per data source or hospi-
tal) and the subsequent unification of each
resulting model to generate a unified model
without the need for sensitive information
sharing. That is, this training strategy allows
to train of independent models in different
data sources without the need to centralize
the data in a single device; only the updated
weights and the parameters of the model are
shared. This technique allows training models
in a fragmented way, closer to how the data
is distributed.

In the clinical domain, the data of the pa-
tients can be fragmented in different hospitals
and in different data silos inside a hospital,
for instance, distributed by service (trauma-
tology, neurology...). Having data from a vast
number of different sources favors the model
training since it is possible to feed the model
with concrete organizational vocabulary and
language structures. This results in a model
that is much more generalized than one that
was trained merely using data from limited
sources.

In this work we explore the federated lear-
ning strategy in the extreme multi-label clas-
sification of EHRs according to ICD using
clinical documents in Spanish. More infor-
mation on the system we wish to create and
how its performance is measured is provided
in Appendix I. We focus on a real data divi-
sion, and we employ thousands of documents
coming from two hospitals from the Basque
health system (Osakidetza). We also analy-
se a federated further pre-training of BERT
with a small subset of Spanish unannotated
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clinical documents.

2 Related work

Previous studies have produced systems for
federated classification applied to NLP tasks.
In (Lin et al., 2022), they build a plat-
form on FL that can assist with a variety of
NLP tasks, including text generation, ques-
tion answering, sequence tagging and langua-
ge modelling. There has been only limited
work on federated NLP in the clinical do-
main, none aimed at the extreme multi-label
classification of ICDs. For instance, (Liu, DIi-
gach, and Miller, 2019) carry out automatic
phenotyping, a clinical NLP task that attem-
pts to identify a group of patients that meet
a predetermined set of standards. Others
perform clinical Named Entity Recognition
(Tian et al., 2022).

These studies do not carry out such a com-
plex task as ours, and they outline that the
trend is to divide the data into different silos
artificially. To the best of our knowledge, we
are the first to tackle this task in a federa-
ted manner, focusing on a real data division.
The research that has been provided so far
shows that the findings of federated learning
presuppose a loss of respect for those of the
centralized model.

Previous research shows that LMs can be
further pre-trained by being fed millions of
texts. For example, the Bio-BERT-Spanish
model (Grid, 2022) is pre-trained with a cli-
nical corpus of 5,157,902 free-text entries ex-
tracted from Chilean waiting list referrals.
Moreover, the bsc-bio-es and bsc-bio-ehr-es
models are trained on a biomedical-clinical
corpus in Spanish, which was collected from
various sources (Carrino et al., 2022). The
use of these pre-trained models in the bio-
medical domain shows an improvement in
classification results (De la Iglesia I. et al.,
2023; Solarte-Pabén et al., 2023), also using
a small set of data to further pre-train the
LM models has shown improved results (Ca-
nete et al., 2020; Collado-Montanez, Martin-
Valdivia, and Martinez-Cédmara, 2025).

Recent studies have carried out the task
of further pre-training in a federated manner
(Tian et al., 2022; Liu and Miller, 2020). Ne-
vertheless, in languages other than English,
it is difficult to find alternative sources of
massive data related to the medical domain.
Therefore, we propose to carry out a fede-
rated LM further pre-training with a small
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subset of unannotated clinical notes coming
from the same source as the annotated medi-
cal records. The aim is to check whether fee-
ding the LM with a small amount of unan-
notated EHRs in a federated manner could
improve the performance of federated classi-
fication and reduce the gap with centralized
classification.

3 Methods

3.1 Materials

In this work, we employ a set of health re-
cords from Osakidetza, the Basque Health
System. Indeed, there are two different hos-
pitals involved, which will be referred to as
Hospital 1 and Hospital 2. We are focusing
on a true case, with the set of EHRs natu-
rally divided by hospital by contrast to the
antecedents simulating the partition from a
single source of data. Moreover, we account
for the actual differences in the amount of
clinical notes among hospitals, as the clinical
records were collected during the same period
in both medical centers.

The employed EHRs are written in Spa-
nish and codified according to ICD-10 with
multiple ICD codes per EHR leading to a
multi-label task. Each ICD-10 code compri-
ses three to seven alphanumeric characters
and follow a hierarchy varying the specifi-
city. The first three characters of the code
refer to the main diagnosis referred to as the
Main ICD granularity throughout this do-
cument. The remaining characters are known
as the non-essential modifiers, and complete
the primary code by including details, such
as the disease’s laterality and severity. This
code level is known as fully-specified ICD (for
the sake of brevity shall be referred to as
Full). We find it of interest to assess the
performance of the systems on both levels
of specificity, Main and Full, as suggested by
previous works (Blanco, Pérez, and Casillas,
2021; Duarte et al., 2018).

In terms of content, the EHRs or clinical
documents are unstructured documents that
report the incidents that affect patients du-
ring their current admission. They consist of
multiple sections, including but not limited
to: chief complaint, history of present illness,
past medical history, medications on admis-
sion, an overview of the patient’s hospital
course and discharge summary. They might
also include lab results and results of tests
performed during admission.
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Table 1 shows the quantitative description
of the Osa dataset. All documents involved in
this study were originally anonymous, thus,
the pre-processing undergone include simple
text-cleaning, such as removal of stopwords
and special characters. Both hospitals’ data-
sets (H1 and H2) are close in terms of the
amount of notes and vocabulary. From the ta-
ble note that the EHRs were coded, on avera-
ge, with more than 5 ICD codes out of 1,773
in the fully-specified view, this is, indeed, a
multi-label classification task.

Concerning the labelling (ICD codes), we
have obtained a subset of labels that are pre-
sent in both hospitals, training parallel mo-
dels with the same label-set. When taking in-
to account the Main-class code granularity,
the number of labels decreases by 58 % com-
pared with the Fully-specified granularity. In
terms of the average number of EHRs that
have an ICD (avg. EHR in Table 1), there is
an increase of 150 % when using the Main-
class label-set.

In the further pre-training phase, an
unannotated dataset is employed. The
unannotated dataset is a collection of clinical
documents extracted from the same source as
the supervised datasets: a hospital. In this ca-
se, the aim of using this dataset is to determi-
ne whether the categorization process would
be improved by the use of non-annotated do-
cuments unique to each facility.

As the source is similar, the vocabulary
of this dataset is close to the Hospital 1 and
Hospital 2 datasets. 194,162 EHRs make up
this unannotated dataset, which results in
a vocabulary (number of distinct words) of
1,057,787 elements. To fit inside the BERT
model’s maximum input sequence length of
512 tokens, all the documents are shortened.

3.2 Federated Learning

There are several approaches to federated
learning strategies. In our case, due to the
structure of the data, we employ a model-
central and horizontal federated learning ap-
proach. In a model-central federation, the dis-
tributed data is stored in each data source
(the two hospitals in our work). When data-
sets have the same feature space but distinct
samples, as in our case, horizontal federated
learning is employed. Then, each model’s pa-
rameters are employed to improve a central
model via the use of an aggregation method
(Rodriguez-Barroso et al., 2023). In Figure
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la we present a schema of our architecture in
contrast to centralized architecture 1b
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(a) Federated learning architecture
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(b) Centralized learning architecture

Figura 1: Federated learning architecture and
centralized learning architecture. In centrali-
zed learning, data is shared out the hospitals
to train the model in a single data lake. Whe-
reas in federated learning, each facility trains
its own model while sharing the learned pa-
rameters to build a centralized model.

In a federated learning system, data silos
train a model My.q collectively as opposed
to centralized data training, where the data
is centralized in a data lake and the single
model is trained using that data. Let F =
{F1, Fs, ..., F};} be aset of K data silos (hospi-
tals in our case), each of them with a private
dataset Dy, of size ny, where k € {1,2,..., K}.
Each of the silos Fj trains an independent
model M} with parameters Q. The goal is
to train a collaborative global model M.,
without divulging each facility’s data Dy, as
in (1).
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Documents Labels (ICDs)
Full: 1773 Main: 743
EHR/ | ICD/ | EHR/ | ICD
Notes | Vocab | Avg W ICD/ EHR/ I CD/ EHI{
H1 13,507 | 89,422 767.61 H1 38 5.11 97 5.32
H2 13,426 | 94,612 803.96 H2 42 5.67 106 5.88
H1+H2 | 26,969 | 131,983 | 781.46 H14+H2 81 5.38 203 5.60

Tabla 1: Quantitative description of the Osa dataset hospitals (H1 and H2). The left table
contains a quantitative description of the input. On the table on the right, the description of
the output, the ICDs are described either as fully-specified diagnostic terms or as the main-class
without non-essential modifiers leading to different cardinality (1,773 and 743 respectively).
EHR/ICD indicates the number of clinical records in which an ICD is present on average;
ICD/EHR represents the number of diagnoses covered by a clinical record on average.

Lk(@k)zni > UMy Qu),wi) (1)

k
(%i,yi) €Dy

Where (-, ) is the Binary Cross-Entropy
loss function, x; the input features, and y; the
corresponding labels.

The central model My.4 is built by aggre-
gating each individual model’s (M}) parame-
ters. The process of weight update is known
as communication and is carried out after a
certain number of epochs (two in our case)
in each individual model. Once the central
weights are updated, they are returned to the
independent models in order to keep training
them in each device.

In communication, the weights are upda-
ted according to FedAvg mechanism: we ave-
rage each individual model’s (M}) parame-
ters by sample size, following expression (2).
Where M}ed represents the centralized mo-
del at communication ¢t and k is the number
of data silos. ni is the number of samples
at the k" silo, N is the total number of sam-
ples adding up all the silos, and Q. represents
the parameters learned from the k" data silo
(Konecny et al., 2016). Note that expression
(2) merely describes the process by which the
weights of the network were updated during
one communication of the training process;
in a fully federated training process, this up-
date occurs as many as time-iterations (¢) in-
volved.

2
23
M}ed = Z NQII; (2)
k=1

In an attempt to promote scientific repro-
ducibility, we made the source code available
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3.3 Federated LM further
pre-training

In this work, we employ the Bidirectional
Encoder Representations from Transformers
(BERT (Devlin et al., 2018)) in its Spanish
(BETO (Canete et al., 2020)), and multi-
lingual (BERT multilingual (Pires, Schlin-
ger, and Garrette, 2019)) variants. BERT
is suitable for this task as it was designed
to infer LMs as bidirectional representations
from unannotated text, conveying informa-
tion from both the left and right contexts.
BETO is a BERT variant trained on a big
Spanish corpus for Spanish NLP tasks. BERT
multilingual is a BERT variant pre-trained
on 104 languages, aimed at being useful in
NLP tasks in languages other than English.
We use and compare the performance of the-
se two BERT variants as our documents are
in Spanish. We are interested in determi-
ning whether the advantages offered by the
federated LM further pre-training method
are maintained even with diverse pre-training
strategies.

Federated LM further pre-training entails
improving the LM with a small set of unan-
notated corpora. This is done prior to trai-
ning the classification head and is carried out
by further pre-training BERT with unlabeled
documents so that the language model is fit-
ted to the specific data in the task.

Due to the scarcity of substantial clinical
datasets appropriate to our task in Spanish,
we employ a set of unannotated EHRs that
come from the same hospitals, that is, being

1Web: https://ixa2.si.ehu.eus/nlebena/
federatedlearning/FederatedLearning.zip User-
name: federated Password: learning
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the source of the data the same as in the trai-
ning data of the downstream task in each silo.

The federated further pre-training is ca-
rried out following expression (2), sharing
BERT’s parameters for each hospital with
the centralized model.

We initially started to train parallel mo-
dels (models with the same initial parame-
ters) in both silos, that is, one with each
hospital’s dataset. We trained the model for
30 epochs, as suggested by previous research
(Blanco, Pérez, and Casillas, 2021). We wan-
ted to simulate continuous training with live
data (as it is received), and we found out that
the independent models made a more subs-
tantial improvement after two epochs rather
than just one. We communicated the models
once per two epochs with a total of 15 com-
munications.

3.4 Federated head training
classification

To face the extreme multi-label classification
task, we fine-tuned BETO and BERT multi-
lingual with a classification head. The classifi-
cation head is a neural network-based modu-
le to which the contextual information pre-
viously retrieved by the transformer is pas-
sed. This classification module consists of a
linear layer followed by a dropout layer and
a Sigmoid activation function. In the resul-
ting vector, each position is related to a la-
bel and indicates the estimated probability
of that label being present in the given EHR.
The architecture of the implemented module
is presented in Figure 2

Classification head

LM
EHR

Patient was brought
to the operation
room where he

underwent coronary

artery bypass [...]

—>» BERT ——> Linear

Figura 2: Classification model architecture.

We apply federated training to the classi-
fication head as in the federated LM further
pre-training: with the same initial parame-
ters in both silos, we begin to train parallel
models. We then centralize and communica-
te with the models once every two epochs for
a total of 15 communications. The update
of the central model was carried out follo-
wing expression (2). By contrast to the LM
further pre-training phase, only the classifi-
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cation head weights are exchanged with the
centralized model in the federated training
stage.

4  Exzperimental results

The first research question was to assess if
the predictive performance attained by each
individual hospital could benefit from fede-
rated learning. To this end, we conducted a
preliminary experiment without LM further
pre-training with BERT, shown in Table 2
and focused on the label-set just with the
Main granularity level.

| Training strategy | P | R [ F-1 |
Hospital 1 19.55 | 25.10 | 20.56
Hospital 2 21.65 | 26.70 | 23.19
Federated 26.31 | 32.81 | 27.85
Centralized 28.92 | 33.78 | 30.25

Tabla 2: Multi-label classification performan-
ce of the baselines (Hospital 1 and Hospital 2)
are compared to their counterpart with joint
effect training either as federated or centrali-
zed.

The findings demonstrate that employing
a federated training strategy offers major im-
provements over training two independent
models for each hospital. Comparing the fe-
derated and centralized results, the perfor-
mance is close, being the federated approach
weaker than the centralized and following the
trend observed by previous works in other
tasks (Kim et al., 2017; Luboshnikov and Ma-
karov, 2021).

Next, we focused on determining if the
LM further pre-training would be benefi-
cial in the multi-label classification task. Ad-
ditionally, the aim was to measure the perfor-
mance loss between a federated and centrali-
zed classification. To this end, we have eva-
luated and compared four training methods
for each model, combining the federation of
the classification head and the LM further
pre-training. We refer to centralized classifi-
cation when the model is trained with the
data from the two silos centralized in one de-
vice. We did not restrict ourselves to BERT
and also assessed BETO, each at two granu-
larity levels (fully-specified and main). The
results of our experiments are shown in Ta-
ble 3. The performance attained is explored
varying label granularity: Table 3a shows the
results attained for the fully-specified diag-
nostic term or full label granularity, while Ta-
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ble 3b shows the results attained for the main
label granularity.

Regarding the experiments without the
LM- further pre-training, the average loss
percentage between the centralized and fede-
rated performance is around 4.0 % using both
BERT (4.35% loss on average) and BETO
(3.87% loss on average).

Conducting a prior LM further pre-
training results in an improvement of the
federated model reducing the gap between fe-
derated and centralized approaches when fe-
derated further pre-training is not applied.
In table 3, LM- further pre-training is the-
refore set to “Yes” if the LM model was en-
riched using the unannotated data. Both ta-
bles show how the LM further pre-training
has an impact on the two BERT models:
BERTmultilingual and BETO. The experi-
ments were carried out with both levels of
label granularity: full (Table 3a) and main
(Table 3b), to see the performance in tasks
of varying complexity. We can see that the
enriched LMs steadily surpass the results of
the models with further pre-training.

As disclosed in Table 1, the number of
EHRs containing a given ICD, on average,
is small; just 38 EHRs (out of 13,507) are de-
voted to each ICD on average. We were con-
cerned about the fact that learning from a
few samples is challenging, and so reveal the
results reported in Table 3. Some authors res-
tricted the datasets where some guarantee of
repeatability is present (Berndorfer and Hen-
riksson, 2017; Dermouche et al., 2016). Follo-
wing the criteria of previous works, we have
conducted parallel experiments. We merely
focused on ICDs that were present in at least
1% of the documents (we referred to this sub-
set as Osa-1r). This setup led to the results
presented in Table 4.

As in Table 3 the experiments with the
Osa 1-r reduced set (Table 4) were conducted
with full (Table 4(a)) and main (Table 4(b))
label granularity. The enriched LMs slightly
exceed the results of the models with further
pre-training, even with more code represen-
tativity (this trend was also observed in the
experiments involving all the codes).

Comparing Tables 3 and 4, we noted that,
as the number of clinical notes available per
ICD increased, the ability of the models to
learn increased, as well, in absolute values.
We found that the ability of the federated LM
further pre-training approach follows the sa-
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me trend as the centralized training strategy,
being beneficial in both scenarios. In terms
of predictive ability, BETQO’s performance is
better when predicting labels for the Osa da-
taset (Table 4), while BERT outperforms BE-
TO when the label-set is reduced in Osa-1r
dataset (Table 3).

5 Discussion

The current study found that the differen-
ce between federated and centralized training
widens in tasks with more label repeatability.
The gap between centralized and federated
learning is about 12-13 %. Still, in domains
where it is not possible to obtain data due to
privacy constraints, federated training shows
to be a good alternative. As in previous work,
(Lin et al., 2022) our loss interval between
a federated and centralized training, ranges
between 6-14 %, proving that federated lear-
ning for clinical documents ICD classification
in Spanish can be carried out.

As it is natural, we also found that ove-
rall results improve when the label-set and
label granularity is reduced, getting the best
performance when the difficulty is lower.
Furthermore, concerning the differences bet-
ween BERTmultilingual and BETO, we can
see that the advantages of LM further pre-
training are consistent in both LMs.

Although the performance of the model
improves when reducing the label granula-
rity, the gap between centralized and fede-
rated learning increased when reducing the
number of labels. By reducing the universe
of labels to only those most present there are
more documents per label, being the preva-
lence of some of these labels unbalanced in
each hospital. We can see that this is detri-
mental to the federated model concerning the
centralized one. We hypothesize that if some
labels are better learned in one hospital and
not as well in the other one it generates some
noise in the federated approach with respect
to the centralized one. In an environment in
which the amount of labels is bigger, this is
not so much appreciated, as most labels tend
to be underrepresented

Even so, the results of this study are con-
sistent with the current state of the art for
the classification of EHRs in Spanish. Specifi-
cally, our results are comparable by previous
research having studied hierarchical classifi-
cation and further pre-training with centra-
lized training (Blanco, Pérez, and Casillas,
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BERT BETO
Training | [0} further | p R | F1 | P R | F1
pre-training
F No 12.61 18.94 | 14.01 12.75 17.02 14.07
Yes 13.80 | 20.72 | 15.33 | 13.96 | 18.64 | 15.40
C No 18.77 | 23.08 19.84 | 20.10 | 20.93 19.46
Yes 20.68 | 25.43 | 21.86 | 21.91 | 22.81 | 21.21
(a) Performance predicting fully-specified ICDs
BERT BETO
Training | [0} further | p R | F1 | P R | F1
pre-training
F No 26.31 | 32.81 | 27.85 | 27.34 | 33.87 | 28.83
Yes 26.81 | 33.42 | 28.37 | 27.87 | 34.52 | 29.38
C No 28.92 | 33.78 | 30.25 | 36.10 | 35.31 | 34.73
Yes 29.91 | 34.95 | 31.29 | 36.92 | 36.12 | 35.52

(b) Performance predicting the ICD classes restricted to main granularity

Tabla 3: Multi-label classification performance of federated learning strategy (F) against the
centralized learning strategy (C) with and without LM further pre-training. The results are
given in terms of weighted average Precision (P), Recall (R) and F1-Score (F1) distinguishing
two levels of granularity: a) Fully-specified ICD; b) Main ICD without non-essential modifiers.

BERT BETO
Training | M further 15 R | F1 P R | F1
pre-training
F No 33.57 | 36.33 | 33.13 | 33.57 | 35.72 | 32.29
Yes 37.69 | 40.48 | 36.78 | 31.18 | 39.56 | 35.76
C No 47.91 | 46.87 | 46.96 | 46.70 | 40.65 | 43.09
Yes 52.49 | 51.35 | 51.44 | 50.17 | 46.68 | 48.99
(a) Performance predicting fully-specified ICDs
BERT BETO
Training | “M further 5 R | F1 P R | F1
pre-training
F No 44.07 | 45.29 | 4292 | 43.85 | 43.79 | 41.48
Yes 46.09 | 46.65 | 44.08 | 44.97 | 44.91 | 42.54
C No 56.88 | 55.27 | 55.70 | 53.65 | 48.14 | 50.37
Yes 57.75 | 56.11 | 56.54 | 57.97 | 55.58 | 56.30

(b) Performance predicting the ICD classes restricted to main granularity

Tabla 4: Multi-label classification performance on the Osa-1r. Results of federated learning
strategy (F) against the centralized learning strategy (C) with and without LM further pre-
training are given. The performance is given at two levels of granularity of the ICD: a) Fully-
specified ICD; b) Main ICD without non-essential modifiers. The results are given in terms of
weighted average Precision (P), Recall (R) and F1-Score (F1).

2021). Moreover, our performance is also in
line with other studies that have classified
medical records in Spanish and have similar
amounts of labels and training examples (Al-
magro et al., 2020; Mou and Ren, 2020).

5.1 Conclusion

The proposed federated LM further pre-
training technique proves to improve the fe-
derated and centralized classification, making
it appropriate to apply when data sharing is
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not possible. Using Osa unsupervised health
records to centrally enrich an LM provides us
with a 10 % performance improvement. The
federated fine-tuning also show a improved
performance in a 1-5 % range in both BETO
and BERT.

Federating aids in enhancing the effective-
ness of each silo in contrast to training them
independently. Although centralized systems
are superior, federated systems allow for im-
provement without sharing data (exchanging



Clinical Federated Learning for Private ICD-10 Classification of Electronic Health Records from Several Spanish Hospitals

models) which would allow getting more da-
ta to conduct the training process and even-
tually overcome the gap with the centrali-
zed classification. Nevertheless, our study has
some limitations, our findings suggest that
further research is needed before deploying
federated training models into production.
Future work should focus on existing mo-
dels that were pre-trained with Spanish cli-
nical data (Carrino et al., 2022; Grid, 2022).
We also plan to assess the effect of federated
further pre-training based on the size of the
dataset available for pre-training.

Moreover, future work should assess the
effects of federated training involving mo-
re hospitals and also segmenting the silos
by clinical service or medical specialty. More
broadly, research is also needed to determine
whether having more data in each silo could
improve a model trained with fewer centrali-
zed data.
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