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Abstract: This paper examines Natural Language Processing (NLP) advancements
in the geological domain, focusing on Portuguese-language resources and applica-
tions. As geological data grows in complexity, there is an increasing need for spe-
cialized NLP tools. Recent developments include specialized corpora and adapted
models, notably enhancing Named Entity Recognition, Information Retrieval, and
dependency parsing. Despite these improvements, gaps remain, particularly in clas-
sification tasks and advanced evaluation techniques. This paper addresses these
gaps by proposing rethinking methodologies and advocating for further research to
broaden geological NLP applications.
Keywords: Survey, resources, corpora, geology.

Resumen: Este art́ıculo examina los avances del Procesamiento del Lenguaje Natu-
ral (PLN) en el ámbito geológico, centrándose en los recursos y aplicaciones en lengua
portuguesa. A medida que los datos geológicos se vuelven más complejos, existe una
creciente necesidad de herramientas de PLN especializadas. Los desarrollos recientes
incluyen corpus especializados y modelos adaptados, que mejoran notablemente el
reconocimiento de entidades nombradas, la recuperación de información y el análisis
de dependencias. A pesar de estas mejoras, aún quedan lagunas, en particular en las
tareas de clasificación y las técnicas de evaluación avanzadas. Este art́ıculo aborda
estas lagunas proponiendo replantear las metodoloǵıas y abogando por una mayor
investigación para ampliar las aplicaciones geológicas del PLN.
Palabras clave: Revisión, recursos, corpus, geoloǵıa.

1 Introduction

The geoscientific domain, especially in in-
dustries like oil and gas, generates exten-
sive unstructured data critical for decision-
making. These data are usually described in
text format, which makes text analysis a cru-
cial method for obtaining valuable informa-
tion from unstructured textual data (Tverit-
nev et al., 2023). Traditional Natural Lan-
guage Processing (NLP) models often strug-
gle with the complexity and specialized na-
ture of geological texts, highlighting the need
for domain-specific tools to enhance data ex-
traction, classification, and retrieval.

Recent advancements in NLP have ad-
dressed these challenges by developing spe-
cialized resources and adapting models to
geological contexts (Blondelle and Nguyen-
Thuyet, 2023; Holden et al., 2019). These
advancements have shown promise in improv-

ing the processing of geological information,
particularly in the oil and gas industry.

Despite these improvements, significant
gaps remain in the literature. Most of the
research in the geological domain is devoted
to information extraction (Qiu et al., 2023;
Qiu et al., 2024; Dong et al., 2023; Wang et
al., 2022) and entity recognition (Batista et
al., 2010; Sobhana, 2012; Qiu et al., 2019).
There is limited research on classification
tasks within geological NLP, and advanced
evaluation techniques are underutilized. Re-
garding specific corpus for such tasks, we
found works based on Indian (Sobhana, Mi-
tra, and Ghosh, 2010), English (Enkhsaikhan
et al., 2021) and Chinese (Qiu et al., 2024).

General research on the field addresses
challenges in extracting and structuring
knowledge from large volumes of textual
data. The study proposed by (Lin et al.,
2023) focuses on developing a large-scale

Procesamiento del Lenguaje Natural, Revista nº 74, marzo de 2025, pp. 55-65 recibido 18-11-2024 revisado 19-01-2025 aceptado 05-02-2025

ISSN 1135-5948 DOI 10.26342/2025-74-4 ©2025 Sociedad Española para el Procesamiento del Lenguaje Natural



language model specialized in geosciences,
adapting AI architectures for this specific do-
main. Another study investigates named en-
tity recognition in geological texts, using few-
shot learning to overcome the scarcity of an-
notated data (Liu et al., 2022). There are
also research efforts aimed at applying NLP
to convert geological descriptions into rep-
resentations usable for predictive modeling
(Lawley et al., 2023). Despite of their suc-
cess, unfortunately none of them focuses on
the Portuguese language.

This paper aims to review the current lit-
erature in Portuguese language, analyze the
advancements, and identify the existing gaps.
By highlighting these areas, the study seeks
to provide a comprehensive overview and sug-
gest directions for future research in geologi-
cal NLP.

2 Methodology

Following previous research (Neiva et al.,
2016; Jr. et al., 2021), the first step of our
process involves determining the guidelines
for this systematic review. We aim to se-
lect recent papers exploring Portuguese NLP
resources or techniques in the geological do-
main. Next, we detail the rules we followed
to obtain the papers analyzed.

The research questions we explore are:
(RQ1) What corpora have been developed
and used for NLP in the geology domain?
(RQ2) How have embeddings and language
models been adapted or developed specifi-
cally for geology-related tasks? (RQ3) What
downstream tasks have been addressed using
these specialized resources and models in the
geology domain?

We review papers from the past ten years,
i.e., from 2015 to 2024. This time range in-
cludes the most relevant works, mainly due
to the high advances in NLP urged in the
last decade. Our study includes only peer-
reviewed indexed conference papers and arti-
cles written in Portuguese or English. We
have not explored other research reports,
such as theses, panels, and reports.

We conducted our search on the following
academic databases: (i) IEEE Xplore1, (ii)
ACM Digital Library2, (iii) Springer Link3,

1https://ieeexplore.ieee.org/Xplore/home.jsp
2https://dl.acm.org/
3https://link.springer.com/

(iv) Scopus4, (v) Science Direct5, and (vi)
ACL Anthology6. The selected papers must
be directly related to NLP and geology in
Portuguese. Papers may present new re-
sources, techniques, and analyses within this
field. We manually investigated the retrieved
papers for each database, resulting in a query
to check their scope according to their title
and abstracts. We excluded any further work
which did not fit this scope.

We used two separate queries for Sci-
enceDirect due to the platform’s limit of
eight connectors per search. The first
query was “natural language processing”
AND “portuguese” AND (“geological” OR
“geology” OR “geoscience” OR “oil and
gas”), and the second one was (“processa-
mento da linguagem natural” OR “processa-
mento de linguagem natural”) AND (“geolo-
gia” OR “geológico” OR “óleo e gás” OR
“geociência”). We combined both queries
using an OR operator for Springer, IEEE
Xplore, ACM Digital Library, Scopus, and
ACL Anthology.

3 Review Analysis

Our search retrieved a total of ten papers.
This section includes an analysis of these pa-
pers according to the research questions we
propose.

3.1 Corpora (RQ1)

The development of corpora tailored to the
geological domain has been instrumental in
advancing various NLP tasks, from Informa-
tion Retrieval (IR) to Named Entity Recogni-
tion (NER) and syntactic parsing. Each cor-
pus is a crucial resource, contributing unique
strengths and addressing specific challenges
within the field.

REGIS (Reference Corpus for Geoscien-
tific Information Systems) (Lima de Oliveira,
Romeu, and Moreira, 2021) is a large-
scale corpus focusing on the geoscientific
domain, particularly the oil and gas in-
dustry. Comprising academic and indus-
try documents written in Portuguese, do-
main specialists annotate REGIS with rele-
vance judgments (“very relevant”, “fairly rel-
evant”, “marginally relevant”, and “not rel-
evant”). The comprehensive collection pro-
cess involved filtering documents based on ge-

4https://www.scopus.com/
5https://www.sciencedirect.com/
6https://aclanthology.org/
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ology and petroleum exploration keywords,
with Optical Character Recognition (OCR)
used for processing scanned texts. Although
REGIS provides a rich resource for IR and
other NLP applications, it faces challenges
such as the handling of long documents, OCR
errors, and syntax variations due to the doc-
uments’ wide temporal range (60 years).

Moving into syntactic parsing, Petro-
Gold (Freitas et al., 2015; de Souza et al.,
2021) emerged as a gold standard treebank
tailored for the oil and gas domain. Ini-
tially consisting of 19 academic documents
and 253,640 tokens, it follows the Univer-
sal Dependencies (UD) framework for mor-
phosyntactic dependency annotation. Pet-
roGold addresses sector-specific challenges,
such as complex nominal structures, bibli-
ographic references, and multiword expres-
sions, further refined in subsequent annota-
tion efforts (de Souza and Freitas, 2023).

The corpus has been expanded in size and
scope, integrating additional documents to
capture a broader range of petroleum-related
content (de Souza and Freitas, 2023). En-
hancements in annotation practices involved
developing detailed rules and applying ad-
vanced machine learning techniques, with a
thorough revision process that combined au-
tomatic and manual checks to improve accu-
racy.

Focusing on NER, PetroNER (Freitas
et al., 2015) is the first published Por-
tuguese corpus specifically tailored to NER’s
geological domain. Built upon PetroGold,
PetroNER was automatically labeled using
a set of linguistic rules and supported by
the development of the domain ontology
PetroKGraph (Freitas et al., 2015), which
extends the concepts established in Geo-
Core (Garcia et al., 2020). This extensive
groundwork enabled the creation of a cor-
pus comprising approximately 20,000 enti-
ties, annotated with named entities and part-
of-speech tags in the BIO format. PetroGold
is the foundation for developing PetroNER
annotations (Freitas et al., 2015).

To the best of our knowledge, GeoCor-
pus (Amaral et al., 2017) stands out as
the only human-labeled NER corpus specif-
ically designed for Portuguese, focusing on
the Brazilian Sedimentary Basin subdomain.
This corpus emphasizes the annotation of ge-
ological entities within scientific documents,
such as theses, dissertations, articles, and

technical bulletins. The semi-manual anno-
tation process, facilitated by the IdENGeo
tool and carried out by geology experts, en-
sures that the entities are highly relevant to
the Brazilian geological context. GeoCor-
pus has been further enriched through sub-
sequent updates, resulting in GeoCorpus-
2 (Consoli et al., 2020) and GeoCorpus-3
(Gomes et al., 2021), addressing issues such
as duplicate sentences, format conversions,
and refined annotations.

Relevance and Impact. These corpora
enable tasks like IR, NER, and syntactic
parsing in areas where specialized knowledge
is essential. The annotation processes im-
prove the accuracy of language models and
set new benchmarks for creating resources
tailored to specific domains. These works
help to narrow the gap between general NLP
models and the unique requirements of the
geological and petroleum industries, where
specialized understanding is vital.

Literature Gap. While these corpora
have made significant strides, there is still a
notable gap in the availability of resources
across different geological subdomains. Ex-
isting corpora like PetroNER and GeoCor-
pus mainly focus on the oil and gas indus-
try or specific areas like the Brazilian Sedi-
mentary Basin. However, there is a shortage
of comprehensive corpora that cover a wider
range of geological topics, especially in Por-
tuguese. Other important NLP tasks, such
as text classification and summarization, lack
the specialized corpora needed for effective
application in the geological domain. The
current NLP tools are still in the early stages
of adapting to the unique challenges of ge-
ological texts, such as complex syntax and
specialized terminology.

Future efforts should aim to create more
diverse and multidisciplinary corpora and im-
prove the tools to better handle the intrica-
cies of geological language. Developing re-
sources that span a broader range of geologi-
cal subdomains and NLP tasks will be crucial
for advancing the field and enabling more so-
phisticated applications of NLP in geology.

3.2 Embeddings (RQ2)

Several studies have explored developing and
applying specialized word embeddings (WE)
tailored for geological terminology (Gomes,
Cordeiro, and Evsukoff, 2018; Consoli et
al., 2020; Gomes et al., 2021). Techniques
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like Word2Vec (Mikolov, 2013) and FastText
(Bojanowski et al., 2017) have generated em-
beddings that capture the intricate semantic
relationships and nuances of domain-specific
vocabulary. These embeddings are crucial
for enhancing the understanding of geological
terms by encoding their contextual meanings
within a specialized corpus.

In the first study to create Portuguese WE
specialized in the geological domain (Gomes,
Cordeiro, and Evsukoff, 2018), the authors
used Word2Vec (Mikolov, 2013), FastText
(Bojanowski et al., 2017), and GloVe (Pen-
nington, Socher, and Manning, 2014) models.
They generated embeddings from a special-
ized corpus that included Petrobras’ Tech-
nical Bulletins, Geotechnical Bulletins, and
other geological texts from the Brazilian Na-
tional Agency of Petroleum, Natural Gas,
and Biofuels (ANP). This approach effec-
tively captured domain-specific terminology,
making the embeddings well-suited to the
unique language of the geological field. Table
1 shows this study’s document distribution.

To evaluate the effectiveness of these em-
beddings, the study conducted a qualita-
tive analysis against a set of geological vo-
cabulary, comparing the specialized embed-
dings with the NILC embeddings, which
were trained on a general Portuguese corpus
(Hartmann et al., 2017). The analysis high-
lighted the superior ability of the specialized
embeddings to capture domain-specific nu-
ances, thereby providing valuable resources
for geosciences and facilitating more accurate
and context-aware NLP applications in Por-
tuguese. As a foundational study, it paved
the way for subsequent advances in geologi-
cal NLP.

Different embedding architectures were
explored and evaluated against existing Por-
tuguese models (Consoli et al., 2020), in-
cluding those developed in earlier research
(Gomes, Cordeiro, and Evsukoff, 2018).
While the main focus of this study was on en-
hancing NER performance, rather than solely
on the embeddings themselves, it emphasized
the importance of tailoring embeddings to
specific domains. The discussion on the im-
pact of these domain-specific models in NER
will be expanded in Section 3.3.

A subsequent study established the cur-
rent state-of-the-art (SOTA) in geological
embeddings for Portuguese (Gomes et al.,
2021). This research highlighted that em-

beddings trained specifically on geological
texts significantly outperform those trained
on general-domain data for geological NLP
tasks. The study involved two WE mod-
els: one trained solely on geological texts
(refer to the specific row in Table 2) and
another trained on a mix of geological and
general texts (refer to the hybrid row in Ta-
ble 2). Both models demonstrated SOTA
performance in intrinsic evaluations, such as
word similarity tasks, and extrinsic evalua-
tions, such as NER.

Regarding contextual embeddings, a
study introduced PetroBERT, the first Bidi-
rectional Encoder Representations for Trans-
formers (BERT) model (Devlin et al., 2019)
specifically designed for the geological do-
main (Rodrigues et al., 2022). This model
builds on the multilingual BERT (mBERT)
(Devlin et al., 2019) and BERTimbau (Souza,
Nogueira, and Lotufo, 2020) by further pre-
training them on geological texts. The train-
ing corpus for PetroBERT included datasets
from the SOTA word embeddings approach
(Gomes et al., 2021), along with a propri-
etary Daily Drilling Reports corpus (DDR-
Corpus) containing 29,000 sentences. Since
the evaluation of PetroBERT mainly focused
on downstream tasks, further details will be
discussed in Section 3.3.

Relevance and Impact. These studies
collectively underscore the crucial role of
domain-specific NLP resources and mod-
els in advancing research and applications
within the geological sector, particularly in
the oil and gas industry. By developing
and deploying these specialized resources, re-
searchers and practitioners can achieve more
precise and efficient processing of geological
texts than possible with general-purpose Por-
tuguese models. This advancement acceler-
ates research efforts and enhances decision-
making processes in geological applications,
demonstrating the significant impact of tai-
lored NLP solutions in this field.

Literature Gap. Despite the advance-
ments made, there remains a significant gap
in applying recent transformer architectures,
such as Llama and T5, within the geologi-
cal NLP context, along with the need to ex-
plore further adapting encoder-only models
(like BERT) to the geological domain. De-
veloping multilingual models is also crucial
to facilitate knowledge transfer across differ-

Rafael Oleques Nunes, Andre Suslik Spritzer, Carla Maria Dal Sasso Freitas, Dennis Giovani Balreira, Joel Luís Carbonera

58



Institution Base Documents /
Terms

Tokens (raw / final) Vocabulary (raw / final)

Petrobras Technical Bul-
letins: - Geo-
sciences Bul-
letins - Petro-
bras Technical
Bulletins - Oil
Production Bul-
letins

∼2000 articles 10,229,664 / 4,962,545 829,907 / 86,862

Petrobras and
ANP

Petrobras Glos-
sary, ANP
Glossary, Oil
Dictionary-Sigla

562 terms, 1255
terms

47,470 / 30,680 12,215 / 7,334

ANP PRH Final Re-
ports

316 documents 6,288,925 / 3,308,466 394,771 / 52,880

ANP Publications 168 documents 2,415,849 / 1,138,685 115,345 / 18,236

ANP Technical Notes
and Studies

141 documents 1,238,429 / 669,356 91,391 / 16,922

Total 20,220,337 / 10,109,732 113,934

Table 1: Summary of Data by Institution (Gomes, Cordeiro, and Evsukoff, 2018).

Corpus Domain Source Description Sentences Tokens
Specific Petrobras Bulletins of Geo-

sciences and
Petroleum Pro-
duction

298,865 3,821,966

Theses and disserta-
tions on the O&G
domain

2,939,262 37,024,438

ANP Bulletins and techni-
cal reports

132,955 2,136,465

Theses and disserta-
tions on the O&G
domain

279,196 3,629,999

IBP Proc. of the Rio
O&G Conf.

89,116 1,287,223

IBICT-BDTD Brazilian database
of theses and disser-
tations, filtered by
petroleum-related
domains

2,558,837 37,825,743

Total 6,295,231 85,725,834
Generic Hartmann et al.

(Hartmann et al.,
2017)

The public part of a
general-domain cor-
pus in Portuguese

37,327,741 365,295,169

Hybrid A combination of the
domain-specific and
general-domain cor-
pora

43,622,972 451,021,003

Table 2: Sumarry of the Petroles corpus (Gomes et al., 2021).

ent languages. Another promising area for
exploration is multimodal learning, which in-
tegrates textual and visual data (e.g., geolog-
ical maps and core sample images) to enhance
NLP performance further.

3.3 Downstream Tasks (RQ3)

Geological NLP research has mainly concen-
trated on Named Entity Recognition, with
several studies evaluating its effectiveness on
open-domain corpora (Consoli et al., 2020;
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Gomes et al., 2021; Rodrigues et al., 2022).
Information Retrieval has been explored to
a lesser degree (Lima de Oliveira, Romeu,
and Moreira, 2021), while dependency pars-
ing has shown potential in specialized cor-
pora like PetroGold (Freitas et al., 2015; de
Souza et al., 2021). Classification tasks re-
main underexplored, with only one study ad-
dressing this area (Rodrigues et al., 2022).
This section summarizes the progress in NER
and IR, noting the limited focus on depen-
dency parsing and classification.

3.3.1 Named Entity Recognition

In the context of NER, the current litera-
ture reveals three main approaches: tradi-
tional NLP models (Amaral, 2017), bidirec-
tional long short-term memory with a con-
ditional random field (BiLSTM-CRF) mod-
els (Lample et al., 2016) with domain-specific
WE (Consoli et al., 2020; Gomes et al., 2021),
and transformer-based models (Rodrigues et
al., 2022). These approaches have been ap-
plied to variations of the GeoCorpus dataset
(Amaral, 2017; Consoli et al., 2020; Gomes
et al., 2021), as shown in Table 3. Notably,
no studies have utilized the PetroNER corpus
(Freitas et al., 2015) for training classifiers.

Traditional models such as Naive Bayes
(Maron, 1961), J48 Decision Tree (Quin-
lan, 2014), and CRF (Lafferty et al., 2001)
were explored in the GeoCorpus monograph
(Amaral, 2017). Although these models
achieved lower results, with CRF attaining
the highest performance at 54.33%, they
provide crucial baselines for evaluating ad-
vanced approaches.

The study by Consoli et al. (Consoli et
al., 2020) introduced WE with BiLSTM-CRF
to the 13 classes of GeoCorpus-2. It found
that domain-specific WE (GeoWE) (Gomes,
Cordeiro, and Evsukoff, 2018) underper-
formed compared to general Portuguese WE
(Hartmann et al., 2017), with micro F1-
Scores of 53.71% and 71.33%, respectively.
Interestingly, traditional models like CRF
achieved results comparable to those of
domain-specific WE. The study also explored
stacked embeddings and various configura-
tions, achieving a notable improvement with
a micro F1-Score of 84.63% using the best
combination of embeddings and models.

In a subsequent study, new WE tailored
for the oil and gas industry were devel-
oped (Gomes et al., 2021). This research
demonstrated that domain-specific embed-

dings from the Petroles corpus (Freitas et
al., 2015), when used with a BiLSTM-CRF
model, outperformed previous approaches,
achieving a micro F1-Score of 86.00% on
GeoCorpus-3. Unlike GeoCorpus-2, which fo-
cuses on 13 classes, GeoCorpus-3 emphasizes
the top ten classes with the most information.
The enhanced performance can be attributed
to the more detailed and specialized annota-
tions of GeoCorpus-3.

Despite these advancements with domain-
specific embeddings, PetroBERT (Rodrigues
et al., 2022), a BERT-based model tailored
for the geological domain, achieved relatively
lower results compared to earlier approaches
using GeoCorpus-2. Although PetroBERT
builds on multilingual BERT and BERTim-
bau and was trained on a range of geological
texts, its performance did not surpass that of
specialized embeddings. Notably, while mul-
tilingual BERT and BERTimbau also yielded
lower results compared to domain-specific
embeddings, they outperformed PetroBERT.
Specifically, BERTimbau achieved a best re-
sult of 82.88%, whereas PetroBERT only
reached 77.28%. This underscores that, de-
spite the sophisticated architecture of BERT-
based models, they may not always outper-
form well-optimized domain-specific embed-
dings and highlights the need for refinement
and adaptation to specific tasks and datasets.

Recently, Nunes et al. (Nunes et al.,
2024) conducted a comprehensive evalua-
tion of transformer-based language models in
the context of NER for geosciences. Using
the latest version of GeoCorpus (GeoCorpus-
3), the study compared the performance
of BERTimbau and XLM-RoBERTa (Con-
neau et al., 2020) with different classi-
fication layers (linear and CRF), assess-
ing their effectiveness across 30 geologi-
cal entity classes. The results indicated
that transformer-based models, particularly
XLM-RoBERTa with CRF, outperform pre-
vious approaches, achieving an F1-Score of
up to 89.13%. In addition to performance
analysis, the study employed statistical tests
to validate significant differences between
models and publicly releases the updated cor-
pus and trained models, fostering advance-
ments in NER research for specialized do-
mains. This evaluation highlights the impor-
tance of adapting NLP models to technical
fields, emphasizing that architectural choices
can significantly impact final performance.
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Model Information Corpus (#Classes)

Type Model v1 (13) v2 (13) v3 (top 10) v3 (30)

Traditional

J48 Decision Tree 25.50 [R1]

Naive Bayes 49.47 [R1]

CRF 54.33 [R1]

Word Embeddings
GeoWE 53.71 [R2] 78.00 [R3]

skipgram-NILC 71.33 [R2] 83.00 [R3]

PetroVec-O&G 86.00 [R3]

PetroVec-hybrid 86.00 [R3]

Flair Embeddings
FlairBBP 83.10 [R2]

FlairBBPGeoFT 84.20 [R2]

Stacked Embeddings

GeoWE+FlairBBP 78.84 [R2]

W2V-SKPG+FlairBBP 84.04 [R2]

GeoWE+FlairBBPGeoFT 83.74 [R2]

W2V-SKPG+FlairBBPGeoFT 84.63 [R2]

Transformers

PetroBERT (Linear) 77.28 [R4]

mBERT (Linear) 81.63 [R4]

BERTimbau (Linear) 82.88 [R4] 87.06 [R5]

BERTimbau (CRF) 88.93 [R5]

XLM-RoBERTa (Linear) 88.78 [R5]

XLM-RoBERTa (CRF) 89.13 [R5]

Table 3: NER performance in geology across different studies. Each value corresponds to the
micro F1-score reported in the respective reference: [R1] (Amaral, 2017), [R2] (Consoli et al.,
2020), [R3] (Gomes et al., 2021), [R4] (Rodrigues et al., 2022), and [R5] (Nunes et al., 2024). The
datasets used are versions of GeoCorpus (v1, v2, and v3), representing successive refinements
and expansions of the original corpus. This table is an adapted version of the one presented in
Nunes et al. (Nunes et al., 2024).

3.3.2 Information Retrieval

Regarding IR, The REGIS corpus (Lima de
Oliveira, Romeu, and Moreira, 2021) has
been utilized with key models, including
Best Matching 25 (BM25) (Robertson and
Walker, 1994) and Divergence From Ran-
domness (DFR) (Amati and Van Rijsbergen,
2002), combined with techniques like query
expansion using Relevance Model 3 (RM3)
(Lavrenko and Croft, 2017) and Query Like-
lihood with Dirichlet smoothing (QLD) (Zhai
and Lafferty, 2004). The evaluation of these
models involved measuring effectiveness us-
ing standard metrics such as Mean Aver-
age Precision (MAP), Precision at Rank 10
(PR@10), and Normalized Discounted Cu-
mulative Gain (NDCG). The BM25 model
with proximity search achieved the best per-
formance (see Table 4), emphasizing the im-
portance of term proximity in long, techni-
cal documents typical of the geoscientific do-
main.

These results highlight the relevance of
REGIS for downstream tasks such as im-
proving domain-specific search systems, au-
tomatic query expansion, and assessing OCR
impact on IR performance, particularly in
underrepresented languages like Portuguese.

3.3.3 Dependency Parsing

Another significant task in NLP is depen-
dency parsing task, which involves iden-
tifying grammatical relationships between
words in a sentence and mapping these re-
lationships into a syntactic structure. Petro-
Gold (Freitas et al., 2015; de Souza et al.,
2021) has been utilized to train and eval-
uate syntactic parsers using tools like UD-
Pipe (Straka, Hajic, and Straková, 2016)
and Stanza (Qi et al., 2020), achieving a
90.65% Unlabeled Attachment Score (UAS)
and 88.53% Labeled Attachment Score (LAS)
(de Souza et al., 2021). The latest Petro-
Gold version, evaluated with UDPipe models,
reached notable scores of 98.63% for Univer-
sal POS tagging (UPOS), 90.22% for LAS,
and 85.61% for Content-Word LAS (CLAS).

3.3.4 Classification

The unique paper addressing classifica-
tion tasks (Rodrigues et al., 2022) uses the
DDR corpus. This corpus includes over
29,000 sentences describing the drilling pro-
cess for 302 wells, with sentences catego-
rized into three levels—activity, operation,
and step—reflecting the granularity of events
during drilling.

The domain-adapted PetroBERT model
outperformed the general-purpose mBERT
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Relevance Scoring Function MAP Rel-Ret PR@10

Marginally Relevant

DFR+Prox 0.4384 553 0.5912

BM25+Prox 0.5300 633 0.6471

QLD 0.3462 462 0.4882

BM25+RM3 0.2746 408 0.4118

Fairly Relevant

DFR+Prox 0.3776 345 0.3491

BM25+Prox 0.4747 403 0.4294

QLD 0.2974 301 0.3353

BM25+RM3 0.2256 261 0.2765

Table 4: Retrieval performance on the REGIS corpus, as reported in the original study (Lima de
Oliveira, Romeu, and Moreira, 2021). This table is directly reproduced from that work, as it
remains the only published evaluation of this dataset.

and BERTimbau in sentence classification
within the DDR corpus, especially when
fine-tuned with domain-specific texts. The
best-performing model achieved an F1-score
of 51.98%, illustrating the advantages of
domain-specific pre-training for classification
tasks in specialized fields. In contrast,
BERTimbau achieved a comparable result of
48.24%. This suggests the need for a more
detailed analysis, such as cross-validation, to
obtain average performance, standard devia-
tion, and statistical significance to better un-
derstand the robustness and reliability of the
results.

Relevance and Impact. Research on
downstream tasks in geological NLP is criti-
cally important, with broad relevance across
various industrial applications. Advances in
NER and IR models, particularly those tai-
lored to the geological domain, significantly
enhance data extraction and search function-
alities within geoscientific contexts.

The improved performance of domain-
adapted models, such as those designed for
oil and gas exploration, not only pushes the
boundaries of NLP in geology but also de-
livers practical benefits to industries that
heavily rely on accurate geological data.
Enhanced NER and IR capabilities allow
for more precise and efficient retrieval of
geoscientific information, supporting crucial
decision-making processes in areas like explo-
ration, drilling, and resource management.
Moreover, insights from this research can in-
form the development of more robust NLP
tools for other specialized domains, thereby
amplifying the overall impact of this work
across multiple fields.

Literature Gap. Despite the significant
strides made in NER and IR for geological
NLP, several key literature gaps persist. One
major gap is the limited exploration of clas-

sification tasks within the geological domain.
The study on PetroBERT (Rodrigues et al.,
2022) stands as one of the few that addresses
this aspect, underscoring the need for more
research focused on classification methods
and their application to geological texts. Ex-
panding this study area, particularly through
open corpora, would enhance reproducibility
and enable broader evaluation across the re-
search community.

Additionally, there is a noticeable lack
of comprehensive research employing ad-
vanced evaluation techniques, such as cross-
validation and statistical testing, to rigor-
ously assess the reliability and consistency of
NLP models in geological contexts. Address-
ing these gaps could provide a more nuanced
understanding of the effectiveness of different
NLP approaches in the geological domain,
driving further advancements and more re-
liable applications in the field.

4 Concluding Remarks

Advances in Natural Language Processing
for the geoscientific domain, particularly in
Portuguese, have significantly improved tasks
such as Named Entity Recognition, Infor-
mation Retrieval, Dependency Parsing, and
Classification. Developing domain-specific
models and corpora enhances the accuracy
and efficiency of processing geological data,
benefiting industries like oil and gas explo-
ration.

These advancements have practical im-
plications for industries relying on precise
geoscientific information, supporting better
decision-making and operational efficiency.
However, gaps still need to be addressed,
including limited research on classification
tasks and the need for advanced evaluation
techniques. Future work should focus on ex-
panding research to include more subdomains
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and tasks and use open corpora to improve
reproducibility.

In summary, while progress has been sig-
nificant, addressing these gaps is essential for
further advancements. Continued develop-
ment of NLP tools tailored to geological texts
will drive innovation and application across
the geoscientific and industrial sectors.
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