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Abstract: Generative Artificial Intelligence has experienced exponential growth
largely due to the advent of Large Language Models (LLMs). This expansion is
fueled by the impressive performance of deep learning methods used in Natural
Language Processing (NLP) and its subfield, Natural Language Generation (NLG),
which is the focus of this paper. Popular LLMs, such as GPT-4, Bard, and tools such
as ChatGPT have set benchmarks for addressing various NLG tasks. This scenario
raises critical questions regarding the future of NLG and its adaptation to emerging
challenges in the LLM era. To explore these issues, the present paper reviews a
representative sample of recent NLG surveys, thereby providing the scientific com-
munity with a research roadmap to identify NLG aspects that remain inadequately
addressed and to suggest areas warranting further in-depth exploration in NLG.
Keywords: natural language generation, artificial intelligence, research gaps, gen-
erative models.

Resumen: La Inteligencia Artificial Generativa ha crecido exponencialmente de-
bido, en gran medida, a la llegada de los Grandes Modelos del Lenguaje (LLMs).
Esta expansión viene impulsada por el incréıble rendimiento de los métodos de apren-
dizaje profundo utilizados en el Procesamiento del Lenguaje Natural (PLN) y su
subcampo dedicado a la Generación del Lenguaje Natural (GLN), que supone el
foco de este art́ıculo. Algunos LLMs populares como GPT-4, Bard, y herramientas
como ChatGPT se han convertido en referentes para abordar diversas tareas propias
de la GLN. Este escenario plantea nuevas preguntas sobre el futuro de la GLN y su
adaptación a los nuevos desaf́ıos de la era de los LLMs. Para explorar estas cues-
tiones, el presente art́ıculo analiza una muestra representativa de estudios recientes
sobre la GLN, proporcionando aśı una hoja de ruta de investigación para identificar
los aspectos de la GLN que siguen sin abordarse adecuadamente y proponer ĺıneas
de investigación que necesitan ser exploradas en profundidad para avanzar en la
investigación en GLN.
Palabras clave: generación del lenguaje natural, inteligencia artificial, focos de
investigación, modelos generativos.

1 Introduction

Natural Language Processing (NLP) is cen-
tral to Artificial Intelligence (AI), as it fa-
cilitates more natural interactions between
humans and machines. Despite NLP’s re-
cent surge in popularity, research in this field
spans over 60 years. The inherent complexi-
ties involved in the understanding —Natural
Language Understanding (NLU)— and the
production of languages —Natural Language
Generation (NLG)— are reflected in the rel-

atively limited performance of semantic and
pragmatic tasks, such as word sense disam-
biguation, coreference resolution, and inten-
tion detection.

Focusing on NLG, this subfield within
NLP has changed drastically from when it
was first studied in the end of the 1970s
(McDonald, 2010). Originally, NLG archi-
tectures were a sequential pipeline of the
macroplanning, microplanning and realiza-
tion stages, known as modular architectures,
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with the standard architecture being the one
proposed in (Reiter, 1994). Afterwards, these
stages became more flexible, giving rise to
a new approach known as planning perspec-
tives, where the division of tasks was less
strict than in modular architectures, enabling
two or more different tasks to be combined
and performed as one step.

Finally, task division was replaced by
what is defined as global approaches. These
architectures rely on statistical learning and
perform the generation in just one stage.
The major milestone within this group was
the Transformer architecture, which achieved
great results on NLG tasks (Topal, Bas, and
van Heerden, 2021). Since then, several ar-
chitectures based on Transformers have been
proposed, with LLMs delivering better re-
sults and producing texts almost indistin-
guishable from texts written by humans.

Until very recently, AI systems focused
on specific tasks, such as Question Answer-
ing, Description Generation, or Text Sum-
marization. However, LLMs are trained over
tons of information, making it possible for
a single NLG system to address many ap-
plications, i.e., following a one-fits-all ap-
proach. This is the case, for instance, of
ChatGPT, which was originally conceived as
a chatbot, although it now provides solu-
tions in natural language to a wide range of
prompts (open questions, poetry generation,
summaries, etc.). The popularity of these
NLG tools, partly because of their versatility
in the variety of tasks they solve, has placed
AI research on the radar, in particular NLP.

Indeed, great advances have been made
in NLP tasks thanks to neural models and
the aforementioned LLMs (as machine trans-
lation, text classification, and text genera-
tion). The progress has been so great that
some of these tasks can now be considered
solved. The question arises as to how this
will impact NLP and NLG going forward and
how will their role shift in the face of recent
advances in LLMs.

Languages are, however, more complex
and ultimately LLMs are only specific models
based mainly on contextual relationships be-
tween words. Indeed, new tasks or new NLU
and NLG research lines are emerging, and
others remain unsolved. Papers as (Church
and Liberman, 2021) indicate some of the un-
solved topics, such as syntactic parsing with
Universal Dependencies, semantic composi-

tionality or causality relationships.
The goal of this paper is to provide an

analysis of several NLG survey papers pub-
lished recently, exploring the unsolved re-
search topics in NLG. Our work is presented
as a NLG roadmap, detecting the areas re-
quiring improvement and further in-depth re-
search so NLG systems keep on evolving to
face more complex tasks. We consider this
to be of value to the research community in
terms of revealing the key areas that need to
be tackled in NLG going forward.

The paper is organized as follows. First,
we describe the approach chosen to compile
the surveys that structure this paper and
analyse the selected NLG surveys in Section
2. This section also includes Table 1, where
we list all the surveys analysed for the present
research and show the linguistic and technical
aspects covered in each survey. Then, Section
3 delves into an in-depth analysis on each of
the nine research gaps we detected thanks to
the previous survey analysis, remarking the
main aspects to be addressed in each research
gap. Subsequently, we define our proposal
for a NLG research roadmap in Section 4,
where we discuss the importance and possi-
ble consequences of setting aside each of the
gaps detected via an Eisenhower matrix. Fi-
nally, Section 5 serves as a conclusion where
we highlight the adequacy of the proposed
roadmap and the many different tasks that
need to be studied within the field.

2 What Do Recent Surveys Say?

Recapping surveys on the current state of
NLG is essential for understanding and as-
sessing developments in this evolving field. In
this section, we outline our methodology for
the survey compilation and examine the key
findings and emerging trends in those sur-
veys, providing comprehensive insights into
the present and future directions of NLG re-
search, with an emphasis on the content those
systems can generate.

2.1 Survey Exploration

The methodology used to gather the NLG
surveys was to first review the comprehen-
sive set of NLG surveys from (Moreno, 2021),
which organizes studies by their holistic or
task-specific focus when addressing the NLG
field chronologically. The surveys included a
description of the task or domain they are de-
voted to. Then, we expanded this review to
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include recent publications, selecting surveys
that address the chronological evolution of
NLG systems, theoretical reviews of both tra-
ditional and neural models, as well as analy-
ses of core techniques in NLG tasks, evalua-
tion methods, and emerging issues.

Table 1 gathers data on the year the sur-
vey was published, and whether the survey
includes the following: corpora, methods,
and tools. The table also interprets the data,
presenting some descriptive statistics to in-
dicate research gaps and thereby, opportuni-
ties.

At a more macro level, the 19 papers an-
alyzed can be grouped into three main cat-
egories. The first group focuses on provid-
ing an overview of the NLG field with an in-
dication of future research directions. (San-
thanam and Shaikh, 2019) provide a compre-
hensive overview of NLG approaches and sug-
gest avenues for future research in open do-
main dialogue systems. (Gatt and Krahmer,
2018) explore developments in NLG since
2000, with a focus on data-driven techniques,
vision-to-text generation, and the generation
of artistic texts. (Dale, 2020) specifically
examines commercial applications of NLG
software, while also presenting an up-to-date
overview and discussing challenges and lim-
itations of using NLG in contexts such as
non-English languages and highly technical
domains. (Yu et al., 2022) present a com-
prehensive review of the work done in the
field of knowledge-enhanced text generation.
(Goyal, Kumar, and Singh, 2023) analyze the
advancements in automated text generation
over the past twelve years with a focus on
the various automatic evaluation metrics and
benchmark datasets and tools that exist in
the field to provide researchers with a com-
prehensive resource. (Becker et al., 2024) ad-
dress some of the main tasks within text gen-
eration to identify up to nine challenges com-
mon across all tasks, as well as the evaluation
methodologies currently used for text gener-
ation systems, providing insights into future
research directions for further exploration in
the field. Finally, (Ignat et al., 2024) of-
fers a comprehensive list of future directions
that researchers can devote their studies to
within the field of NLP. The survey catego-
rizes open research questions into three pri-
mary areas –fundamental NLP, responsible
NLP and applied NLP–encompassing a total
of 14 research topics. In each of these cate-

gories, generation tasks are identified as play-
ing a pivotal role in the advancement of the
discipline, thereby offering a valuable com-
parative analysis for the research communi-
ties focused on both NLP and NLG.

The second group of papers provides a
holistic overview of advancements in Neu-
ral Natural Language Generation (NNLG),
a recent and growing research field. (Erdem
et al., 2022) investigate recent developments
and applications of NNLG from a multidi-
mensional perspective, such as multimodal-
ity, multilinguality, controllability and learn-
ing strategies. (Tang, Guerin, and Lin, 2022)
conduct a comprehensive survey of recent ad-
vancements in NNLG, categorising them into
data construction, neural frameworks, train-
ing strategies, and evaluation metrics. (Lu
et al., 2018) systematically survey NNLG,
comparing properties of the models and
their techniques through benchmarking ex-
periments. (Topal, Bas, and van Heerden,
2021) focus on deep generative modelling
for text generation, considering papers from
2015 onwards and evaluating approaches in
different application domains. (Chandu and
Black, 2020) offer a task-agnostic survey of
modelling approaches in neural text genera-
tion, assisting researchers in positioning their
work and identifying new challenges. (Iqbal
and Qureshi, 2022) review various deep learn-
ing models used for text generation explain-
ing the progress made in this area.

The third group concentrates on specific
areas or tasks within NLG. (Perera and
Nand, 2017) offer a detailed overview and
classification of state-of-the-art approaches in
NLG, particularly related to document plan-
ning, micro-planning, and surface realisation
modules. (Kybartas and Bidarra, 2016) ex-
amine the automated versus manual author-
ing of plot and space components in story
generation. (Gonçalo Oliveira, 2017) surveys
intelligent poetry generators, focusing on lan-
guages, form and content features, tech-
niques, reutilization of material, and evalu-
ation. (Alabdulkarim, Li, and Peng, 2021)
analyze machine learning approaches in story
generation, addressing controllability, com-
monsense knowledge incorporation, reason-
able character actions, and creative language
generation. (Ji et al., 2023) provide a broad
overview of the research progress and chal-
lenges in the hallucination problem in NLG,
covering metrics, mitigation methods, and
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Survey Year Corpora Methods Tools

Has It All Been Solved? Open NLP Research Questions Not
Solved by Large Language Models (Ignat et al., 2024)

2024 ✖ ✔ ✖

Text generation: A systematic literature review of tasks, evalua-
tion, and challenges (Becker et al., 2024)

2024 ✔ ✔ ✔

A Systematic survey on automated text generation tools and tech-
niques: application, evaluation, and challenges (Goyal, Kumar,
and Singh, 2023)

2023 ✔ ✔ ✔

Survey of hallucination in natural language generation (Ji et al.,
2023)

2023 ✔ ✔ ✖

A survey of natural language generation (Dong et al., 2022) 2022 ✔ ✔ ✔

A survey of knowledge-enhanced text generation (Yu et al., 2022) 2022 ✔ ✔ ✔

Neural natural language generation: A survey on multilinguality,
multimodality, controllability and learning (Erdem et al., 2022)

2022 ✔ ✔ ✖

Recent advances in neural text generation: A task-agnostic survey
(Tang, Guerin, and Lin, 2022)

2022 ✔ ✔ ✖

The survey: Text generation models in deep learning (Iqbal and
Qureshi, 2022)

2022 ✖ ✔ ✖

Exploring transformers in natural language generation: GPT,
BERT, and XLNet (Topal, Bas, and van Heerden, 2021)

2021 ✖ ✔ ✖

Positioning yourself in the maze of neural text generation: A task-
agnostic survey (Chandu and Black, 2020)

2021 ✖ ✔ ✖

Automatic story generation: Challenges and attempts (Alab-
dulkarim, Li, and Peng, 2021)

2021 ✔ ✔ ✔

Natural language generation: The commercial state of the art in
2020 (Dale, 2020)

2020 ✖ ✖ ✔

A survey of natural language generation techniques with a focus on
dialogue systems - past, present and future directions (Santhanam
and Shaikh, 2019)

2019 ✔ ✔ ✔

Survey of the state of the art in natural language generation: Core
tasks, applications and evaluation (Gatt and Krahmer, 2018)

2018 ✔ ✔ ✔

Neural text generation: Past, present and beyond (Lu et al., 2018) 2018 ✔ ✔ ✔

A survey on intelligent poetry generation: Languages, features,
techniques, reutilization and evaluation (Gonçalo Oliveira, 2017)

2017 ✖ ✔ ✔

Recent advances in natural language generation: A survey and
classification of the empirical literature (Perera and Nand, 2017)

2017 ✔ ✔ ✔

A survey on story generation techniques for authoring computa-
tional narratives (Kybartas and Bidarra, 2016)

2016 ✖ ✖ ✔

Table 1: Analysis of NLG surveys.

task-specific advancements in the most com-
mon NLG tasks. (Dong et al., 2022) review
NLG research, emphasizing data-to-text and
text-to-text generation deep learning meth-
ods, as well as new applications, architec-
tures, datasets, and evaluation challenges.

Overall, the 19 papers cover a wide range
of topics in NLG, offering insights into com-
mercial applications, knowledge integration,
evaluation metrics, and specific tasks across
various domains. They contribute to under-
standing the current state of the field and
identifying future research directions.

3 Research Gaps to Explore

After the analysis of the surveys presented
in Table 1, it can be argued that the excel-
lent performance of LLMs in NLG tasks has
revolutionized this discipline in an incredibly
short time frame of five years (from 2019 with
the emergence of GPT3 or T5 up to now).
With this rapid development, we now face
more complex tasks that require the input

of further contextual knowledge and informa-
tion modalities to achieve a performance that
is actually comparable to a text written by
a human. Consequently, this survey review
serves as a starting point for identifying pos-
sible research gaps in NLG tasks, given the
broad range of approaches from which these
research issues are addressed. It is important
to note that the research gaps discussed are
based on the aspects related to the generation
process to address specific tasks, rather than
the methods used to evaluate NLG models.

Given the exponential growth that Gen-
erative AI methods have shown in the last
few years, we believe these gaps bring a win-
dow of opportunities for researchers in the
NLG discipline. By addressing them, we aim
to ensure that LLMs cover complex aspects
of language that would improve their overall
performance for more demanding tasks.
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3.1 Multimodality

Multimodality refers to the capacity of ad-
dressing different formats of input for lan-
guage generation, such as text, data, audio,
video, etc., (Erdem et al., 2022). This com-
bined representation of different data formats
represents an innovative approach to make
NLG models improve their contextual knowl-
edge, therefore boosting the addition of com-
monsense to the generated text, which con-
stitutes one of the issues currently addressed
in NLG. Indeed, many studies focus on multi-
modal input format. However, most of them
tend to prioritize the information given in one
of the modalities over the other (either data
or text), therefore worsening the balance be-
tween the knowledge acquired from each in-
put type (Erdem et al., 2022).

Given this inequality when processing
the information contained in several modal-
ities, we concluded that NLG systems need
more multimodal training datasets to im-
prove their performance. In this way, such
systems would not miss the extra-linguistic
information that may be detected by the
combination of several information modali-
ties. Moreover, an additional gap is to evalu-
ate the knowledge balance between such for-
mats to successfully solve some of the many
emerging NLG tasks that make use of mul-
timodal datasets, such as speech recognition,
visual recognition, machine translation, etc.

3.2 Multilinguality

Multilinguality is another key issue not only
for NLG systems but for NLP in general.
The Internet has exacerbated the dominance
of certain languages while others risk digital
endangerment (Rehm and Way, 2023). An
output of the survey review is that English
is typically assumed as the “lingua franca”
in NLG tasks. A clear example of this
is found in the abscence of any mentions
of the language chosen for the datasets in
most surveys, from which we can infer that
they are created in English. This reliance
on English, used as a bridge in multilingual
research where models are tested in more
low-resource languages (see machine trans-
lation, text summarization, etc.), may over-
look language-specific semantic nuances and
hinder the generalizability of NLG architec-
tures. Thus, future studies should focus on
language-centric approaches and assess per-
formance across different linguistic structures

to study variances between languages and
check if NLG models achieve the same per-
formance.

Another drawback found in the analysis is
that even high-resourced languages lack orig-
inal datasets for key NLP tasks. Although
Spanish ranks as the second most spoken lan-
guage by native speakers in the world, and
the third most used online, after English and
Chinese (Vı́tores, 2024)(which are the most
used languages in the surveys analyzed),
most datasets on NLG specialized platforms
like HuggingFace1 are (semi)automatic trans-
lations of English, neglecting Spanish-specific
semantic nuances. Moreover, the number of
Spanish-language datasets on Hugging Face
is 17892, which is relatively low compared to
the 21520 datasets available in English. Con-
sequently, another research gap in most cur-
rent NLG surveys is the need for NLG sys-
tems oriented to high and low-resourced lan-
guages other than English.

3.3 Knowledge Integration and
Controllable NLG

Neural models trained exclusively on a spe-
cific type of data, whether multimodal or not,
possess constrained knowledge for generating
the desired text. Including additional knowl-
edge in neural models could enhance their
performance and thereby, obtain a satisfac-
tory output. Knowledge can be extracted
from two different sources, internal and ex-
ternal (Yu et al., 2022). The former is ob-
tained from the input text, such as keywords
or linguistic features, and the latter is the
knowledge that comes from outside sources,
such as knowledge bases or external knowl-
edge graphs.

Many studies have focused on two key
steps involved in effectively integrating
knowledge. The first step is concerned with
obtaining helpful knowledge from different
sources, and discarding what is irrelevant.
The second step focuses on the successful un-
derstanding of knowledge and its incorpora-
tion into neural models. In our survey re-
view, we have identified that, despite recent
efforts that have led to significant progress
in this area, there are still several gaps in
effectively integrating knowledge into neural
models. One key issue is the knowledge in-
jected into the systems, which can become

1https://huggingface.co/datasets
2Data retrieved on February 7, 2025
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outdated over time. These models typically
rely on static knowledge. Additionally, if the
knowledge retrieved is not relevant, it could
introduce incorrect information, potentially
leading to hallucinations.

Regarding controllable NLG, this topic
arises from the need to control the final at-
tributes of a text. The generation is guided
by a control condition that can be, for ex-
ample, stylistic (e.g., the emotion or inten-
tion of a text), or related to specific content
(e.g., keywords or entities), as well as be-
ing based on demographic attributes of the
speaker (Zhang et al., 2023)). There are two
promising research lines on this topic: (1)
proposing a unified framework to address the
controllable generation task. Most of the re-
search in this area has focused on specific
tasks with specific conditions, so there lacks a
global and unified framework. (2) Including
additional commonsense knowledge so mod-
els generate texts according to a certain de-
gree of fiction depending on the typology of
the output, e.g. the degree of commonsense
when writing a tale varies from the degree of
commonsense needed to write a news article.

3.4 Hallucination

Hallucination is an issue present in state-of-
the-art NLG tools. It occurs when a gen-
erated text seems to be fluent and natu-
ral, but its content is untrustworthy or il-
logical (Ji et al., 2023). Hallucinations can
be intrinsic when a generated output differs
from the source content, and extrinsic when
a generated text cannot be corroborated by
searching in the source text. Their origin
can stem from two primary sources, i.e., the
data, given the huge amounts of data mod-
els need to be trained, and the training and
inference steps. As for the former, in the
process of building datasets to train models
many contradictions between the source and
target can be introduced and consequently
favor the appearance of hallucinations. An-
other problem is that duplicated data could
bias the model to generate repeated data
with more frequency. Regarding the latter,
an inadequate training strategy can also in-
troduce hallucinations. On the one hand, an
encoder with a feeble understanding ability
could learn wrong correlations of the training
data. On the other hand, a decoder could fo-
cus on an erroneous part of the encoded input
data, leading to hallucinations. Finally, the

decoding strategy is also important because
a strategy that increases the diversity of the
generated output also increases the likelihood
of hallucinations (Ji et al., 2023).

3.5 Explainability

Deep neural models, such as LLMs, have im-
proved the effectiveness of NLG. Notwith-
standing, these techniques have led indirectly
to another social concern, which is explain-
ability (Xu et al., 2019). Traditionally, NLG
models were seen as white box systems where
the decisions made by the models were guided
by rules or decision trees. Consequently,
these systems were inherently explainable.
Since the development of deep neural mod-
els, improvements in performance have come
at the cost of interpretability. These models,
seen as black box systems, produce an output
with no explanation of why the model has se-
lected that result, or why it has arrived at a
specific decision. As a result, it may trigger
a lack of trust among users of these systems.

For these reasons, Explainable AI has be-
come an interesting topic for the research
community, and specifically the NLG field,
to address. Ensuring that a system provides
transparency as to how it arrives at decisions
could help developers and users of systems.
Explainability could help developers to de-
tect data bias, identify mistakes made by the
models, such as hallucinations, and improve
these flaws. End users can also benefit when
a system provides a decision as output be-
cause end users can understand why the sys-
tem arrived at a decision and evaluate the
trustworthiness of the steps taken. In this
way, mistakes in reasoning can also be iden-
tified. Finally, explainability can be crucial
in different socially impactful fields such as
finance, medicine, or marketing. To sum up,
although some advances have been made in
this area, we still need more trustworthy and
transparent NLG systems.

3.6 Narratives that Engage

LLMs can generate narrative texts creatively
by producing stories with characters, sequen-
tial events, dialogues, etc.(Alabdulkarim, Li,
and Peng, 2021). However, they struggle
with more intricate narrative elements be-
cause of the impossibility to model these nar-
rative components with only contextual rela-
tionships between words and sequential gen-
eration. For instance, while narratives de-
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pend on time-related events, they also require
causal relationships between these events to
maintain coherence, but LLMs struggle to
model with simple word-to-word contextual
relationships (Alabdulkarim, Li, and Peng,
2021). Additionally, crafting a compelling
plot involves integrating conflict, suspense,
and (possibly) a resolution (Alhussain and
Azmi, 2021), but LLMs typically lack an
overarching narrative framework to plan such
elements effectively. Additionally, a narra-
tive feature to capture the reader’s atten-
tion is to generate suspense. This implies
controlling what information is shown to the
reader, where their attention is focused, the
horizon of expectations, etc. None of these
aspects are considered by LLMs. As a re-
sult, they generate boring narratives (Alab-
dulkarim, Li, and Peng, 2021; Alhussain and
Azmi, 2021). They also fall short in devel-
oping authentic characters with the psycho-
logical depth and the relationships between
them necessary to evoke reader empathy (Al-
abdulkarim, Li, and Peng, 2021). These are
some of the main aspects of automatic narra-
tive generation that LLMs are presently un-
able to manage. They are, therefore, open
research topics in NLG that need comple-
mentary models. For some of these aspects,
controlled generation (Alabdulkarim, Li, and
Peng, 2021; Kybartas and Bidarra, 2016) is
necessary, where a human decides how the
narrative should be created.

3.7 Prompt Engineering and
Beyond

Prompt engineering is the practice of opti-
mizing textual input for generative AI (White
et al., 2023). However, the flurry of interest
in this field may not have a lasting impact,
according to (Acar, 2023). The reason be-
hind this is that as AI systems become more
intuitive in understanding natural language,
the need for meticulously crafted prompts is
expected to decrease. New AI language mod-
els like GPT-4 also show promising results in
generating effective prompts when asked, po-
tentially rendering prompt engineering obso-
lete. Moreover, the effectiveness of prompts
is often limited to specific algorithms, mak-
ing them less applicable across different AI
models and versions. As argued in (Acar,
2023), problem formulation is a more endur-
ing and adaptable skill for leveraging the po-
tential of generative AI. Problem formulation

involves identifying, analyzing, and delineat-
ing problems. Well-formulated problems are
crucial for achieving effective solutions, even
when using sophisticated prompts. However,
problem formulation is often overlooked and
underdeveloped, with a disproportionate em-
phasis on problem-solving rather than prob-
lem formulation. Following (Acar, 2023),
four key components of effective problem for-
mulation are highlighted: diagnosis, decom-
position, reframing, and constraint design.
While prompt engineering is currently on ev-
eryone’s radar, its lack of sustainability, ver-
satility, and transferability restrict its long-
term relevance. Emphasizing problem formu-
lation over perfecting prompts enables a bet-
ter understanding of problems and fosters ef-
fective collaboration with AI systems. Bear-
ing this in mind, NLG could also consider
wider approaches based on problem formu-
lation which provide a platform for incorpo-
rating external knowledge and commonsense
into generative AI.

3.8 Efficiency Issues

As reported by (Trabelsi et al., 2021), one of
the disadvantages of LLMs is their high com-
putation cost, causing constraints for both
training and inference. This entails a pro-
cessing limit on text length, as well as limits
on access to updated data (e.g. ChatGPT’s
training data only goes up to 2021), which
could be a serious handicap especially in NLG
tasks. For example, LLMs have been suc-
cessfully applied to Open-Domain Question
Answering by generating answers to users’
queries. However, the previous phase of com-
piling the passages of the relevant documents
to extract the answer implies ad-hoc docu-
ment retrieval, which is limited to the nec-
essary processing of longer documents than
LLMs allow (e.g. BERT cannot take input
sequences longer than 512 tokens). In this
way, the training of the LLM for this task
is usually formed by triples such as “[docu-
ment [CLS], query [SEP], passages [SEP]]”
that frequently exceed 512 tokens.

To overcome this issue, several proposals
have been developed, in which computational
cost and memory complexity plays an impor-
tant role. The common solution is to split
the documents into smaller pieces of text,
whether sentences or passages. However,
as stated in (Kitaev, Kaiser, and Levskaya,
2020), ranking documents of length “L” us-
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ing Transformers can require O(L2) memory
and time complexity (the authors reduce this
complexity to O(L · logL)), which renders
these solutions unfeasible, even though the
extraction of LLM-based document represen-
tation are run offline.

Therefore, decreasing memory complexity
is an important research line in this area. For
example, to reduce the dimension of the em-
beddings, vector compression methods have
been proposed. Likewise, the combination of
traditional bag-of-words (BOW) approaches
(e.g. BM25) that filter the set of docu-
ments to a reduced set of passages, which are
reranked using LLM-based semantic and rel-
evance modes. Some researchers advocate for
discarding these BOW approaches because
they do not contain lots of important seman-
tic information about documents. Thus, by
proposing LLM embeddings to perform effi-
cient retrieval based on the product quantiza-
tion technique will assign for every document
a real-valued codeword from the codebook or
a binary code as in semantic hashing.

3.9 Ethical Concerns

LLMs can be a powerful tool to help humans
in their daily life activities when used respon-
sibly. However, given the large scale these
models have acquired with their latest devel-
opments, several ethical considerations have
emerged to preserve users’ integrity, personal
privacy and at the same time mitigate the
wide range of societal biases that LLMs may
reflect, which can come from very different
sources (Hovy and Prabhumoye, 2021). In-
deed, LLMs’ potential has made researchers
test their performance in increasingly specific
tasks across professional disciplines which are
not exempt from controversial decisions with
serious consequences for humans. Within the
legal setting, (Chen et al., 2019) raised a dis-
cussion about the limits of using NLP tools
for legal decisions, as this work focused on
the automatic prediction of prison terms via a
dataset of records published by the Supreme
People’s Court of China. As for clinical NLG,
the accuracy of the predictions that NLG ar-
chitectures may provide cannot leave room
for any mistake or doubt, as their generated
information can have severe consequences for
patients At the same time, legal concerns
need to be considered within this professional
field, as many studies need to feed their mod-
els with patients’ medical records in order to

learn clinical predictions, although by getting
such data they may run the risk of inter-
fering with the personal privacy of patients
(Thirunavukarasu et al., 2023). Another cur-
rent issue LLMs are coming up with is the
existence of gender bias in either the data
those models are trained with orin the infor-
mation generated by those models. Language
is a reflection of society, and when LLMs
reflect these societal biases, they perpetu-
ate harmful stereotypes for people belong-
ing to different social groups (Vashishtha,
Ahuja, and Sitaram, 2023). NLP research
has already addressed the societal biases au-
tomatically reproduced in linguistic process-
ing systems. Unfortunately, very little work
has been done when approaching gender bias
from the NLG perspective (Garimella et al.,
2021). Given this lack of research on lan-
guage generation biases, we believe that it
is of high importance to address this issue
by also considering the several grammatical
structures used in different languages for de-
tecting biases. The reason for this is that lan-
guages differ in the structures used to express
a particular human genre given their cultural
and societal context (Vashishtha, Ahuja, and
Sitaram, 2023), so different approaches would
have to be tested to mitigate this NLP is-
sue. In this work, we only mentioned some
of the tasks in which ethical issues may come
up when automatically processing informa-
tion, but these same concerns could be ap-
plied to many other research fields, as it has
already been done in the area of news pro-
cessing and how they deal with dis- and mis-
information (Dulhanty et al., 2019), as well
as the ethical consequences of using crowd-
workers to so labelling and evaluation tasks
within NLP research (Shmueli et al., 2021).
In summary, such is the awareness of the
ethical considerations that NLP researchers
need to include in their work that the Eu-
ropean Union already published the docu-
ment “Ethics Guidelines for Trustworthy Ar-
tificial Intelligence” in 2019 (High-Level Ex-
pert Group on AI, 2019). This document,
which includes sections for both the creation
and evaluation of trustworthy AI, serves as
a model of how researchers should develop
technologies to preserve human integrity and
mitigate untrustworthy information. Conse-
quently, we believe that future studies on the
creation of models with an ethical approach
will be beneficial for both the NLP research
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community and society so we benefit from
their potential preserving their trust.

4 Roadmap for Natural Language
Generation

After describing some of the existing research
gaps that need to be addressed on the NLG
discipline, in this section we aim to devise a
roadmap for NLG research. To accomplish
so, we will discuss which of the previously
identified gaps should be prioritized, by pay-
ing close attention to the guidelines stated by
the current laws and guidelines on AI pub-
lished by the European Union with the AI
Act3. Moreover, it is worth mentioning some
of the National AI Strategies that are cur-
rently being developed under different coun-
tries as France 4, Germany5 or Spain (Minis-
terio para la Transformación Digital y de la
Función Pública, 2024), which also determine
some of next steps to be made within Genera-
tive AI research so as to consider the ethical
implications and future challenges of doing
research within this area. Then, we will clas-
sify the previously identified gaps in terms of
their impact and potential consequences of
setting them aside in line with the guidelines
stated in those regulations and initiatives.

To this end, we designed an Eisen-
hower matrix (Bratterud et al., 2020)
to represent which NLG research gaps
could be addressed first according to
four degrees of importance: important-
urgent, important-non-urgent, unimportant-
urgent and unimportant-non-urgent (Maksy-
mov and Tryus, 2022). The Eisenhower ma-
trix is shown in Figure 1, with urgency repre-
sented on the X-axis and importance on the
Y-axis.

Level 1, characterized by high urgency and
high importance, includes the gap on the hal-
lucination issue, which poses risks as it could
be exploited by malicious users to spread mis-
information or manipulate content unfaith-
fully6. Another critical gap included in this
quadrant is ethical concerns, as generating
biased information could lead to unethical

3Official Journal version of 13 June 2024 available
on: https://eur-lex.europa.eu/legal-content/
EN/TXT/?uri=CELEX%3A32024R1689

4https://www.info.gouv.fr/actualite/
25-recommandations-pour-lia-en-france

5https://www.ki-strategie-deutschland.de/
6https://artificialintelligenceact.eu/es/

recital/133/

outcomes and hinder the development of AI
systems that serve all users equitably7. Fi-
nally, we also incorporate efficiency issues,
as advancements in LLMs have led to in-
creased performance, but they also demand
greater resources and energy. Finding the
synergy between consumption and perfor-
mance is therefore essential (Ministerio para
la Transformación Digital y de la Función
Pública, 2024).

Level 2, focused on high importance but
low urgency, encompasses explainability and
multimodality. Explainability helps clarify
the reasoning processes within NLG mod-
els, aiding in the detection of potential er-
rors in decision-making8. Multimodality is
also valuable, as robust systems with multi-
ple input and output formats can improve ac-
cessibility for diverse users (Ministerio para
la Transformación Digital y de la Función
Pública, 2024), potentially reducing the need
of different models as one single model could
achieve different inputs and outputs, thus en-
hancing efficiency.

Level 3, which focuses on gaps with
high urgency but lower importance, includes
knowledge integration and controllable NLG.
Controlling the outputs of NLG models and
integrating external knowledge can produce
more reliable and accurate responses depend-
ing on users’ culture and social context9,
therefore reducing the possibility of the NLG
model to deviate from the user’s purpose.

Finally, Level 4 features low urgency and
low importance gaps, including multilingual-
ity, prompt engineering, and narrative en-
gagement. This quadrant involves those gaps
which aim to enhance the user experience
when interacting with NLG models, which
is also of large importance for the creation
of inclusive NLG systems that can generate
outputs depending on the users’ background.
However, we included them in the last quad-
rant as, arguably, the preceding gaps affect
the core performance and societal impact of
any NLG system, regardless of the language
in which the system is trained, the prompt
we use to communicate with the system or
more special needs as in the textual typology

7https://artificialintelligenceact.eu/es/
recital/8/

8https://artificialintelligenceact.eu/es/
recital/27/

9https://artificialintelligenceact.eu/es/
recital/44/

Roadmap for Natural Language Generation: Challenges and Insights

75



Figure 1: Urgency - importance matrix of the research gaps detected on NLG.

of narrative. Therefore, we believe those gaps
need to be addressed not immediately, but in
the long run.

Overall, we believe this distribution of re-
search gaps in the matrix shown in Figure
1 matches the considerations estipulated in
both the EU AI Act and the Spanish Gov-
ernment’s Estrategia de Inteligencia Artificial
2024, therefore becoming a valuable roadmap
of which research gaps should be address in
the NLG discipline to ensure the evolution of
such systems to improved versions based on
governments’ guidelines.

5 Conclusions

This paper outlined the state of the art in
NLG by analyzing current key research lines
derived from the gaps identified in the survey
review. An analysis of 19 of the most recent
surveys in the field identified the crucial ar-
eas that are being addressed in the context
of NLG. The analysis also sheds some light
on other unsolved and important problems to
tackle. Indeed, although Generative AI and
LLMs are capable of solving many NLG tasks
by following a one-fits-all approach, they still
have a lot of room for improvement to gener-
ate reliable and top quality texts.

The resulting roadmap on NLG research
areas that need further in-depth studies fo-
cuses on the gaps concerning LLMs in the ar-
eas of multimodality, multilinguality, knowl-
edge integration and controllable NLG, hal-
lucination, explainability, creating engaging
narratives, prompt engineering, their effi-
ciency and several ethical concerns. By de-
scribing their complexities and possible con-
sequences supported by some of the most

recent governmental reports on AI, we con-
sider that this survey can help researchers in
the NLG field to identify potential research
topics to address and draw a roadmap that
guides NLG along its future path. The au-
thors also emphasize that the identified gaps
were those detected at the time of conducting
this research. As the field of NLG continues
to advance, new research gaps and opportu-
nities will emerge. Therefore, it is crucial to
continuously identify these limitations.
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