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Abstract: This research addresses the critical yet underappreciated problem in
state-of-the-art Large Language Models (LLMs) known as the Reversal Curse (RC).
The RC denotes a failure to infer bidirectional relationships that undermines log-
ical reasoning capabilities. Under the RC, LLMs are unable to infer bidirectional
relationships effectively leading to logical errors in deductive reasoning. If a model
is trained on a sentence of the form “A relates to B”, it does not automatically
generalize to the reverse form, “B relates to A”. Through a systematic literature
review and experimental analysis, we highlight the difficulties in maintaining causal
coherence in state-of-the-art LLMs. Recognizing the RC as a persistent problem
across architectures, we review mitigation strategies including data augmentation
and innovative training objectives to offer valuable insights into the root causes and
discuss their limitations. This work aims to contribute to the development of more
reliable and coherent AI systems.
Keywords: Language Inference, Reversal Curse, Causal Incoherence, Large Lan-
guage Models.

Resumen: Esta investigación aborda el cŕıtico pero subestimado problema al que
se enfrentan los grandes modelos del lenguaje (LLMs) conocido como la Maldición
de la Reversión (RC). La RC denota una limitación inherente al tratar de inferir
relaciones bidireccionales que socava las capacidades de razonamiento lógico. Bajo
los efectos de la RC, los LLMs no pueden inferir relaciones bidireccionales de manera
efectiva y eso limita su capacidad de razonamiento deductivo. Si un LLM se entrena
con una oración de la forma “A se relaciona con B”, automáticamente no generaliza
a la forma inversa, “B se relaciona con A”. A través de una revisión sistemática de
la literatura y del análisis experimental, destacamos las dificultades para mantener
la coherencia causal existentes en los LLMs del estado de la cuestión. Analizamos
estrategias de mitigación reconociendo la RC como un problema persistente en di-
versas arquitecturas, incluyendo técnicas de ampliación de datos y optimización de
objetivos innovadores. Analizamos avances recientes y las causas fundamentales de
este problema, ofreciendo valiosas lecciones aprendidas, discusión sobre los enfoques
aplicados y limitaciones de las técnicas de mitigación. El objetivo de este trabajo es
contribuir al desarrollo de sistemas de inteligencia artificial más fiables y coherentes.
Palabras clave: Inferencia de Lenguaje, Maldición de la reversión, Incoherencia
causal, Grandes Modelos del Lenguaje.

1 Introduction

In the times of Large Language Models
(LLMs), the goal of artificial intelligence has
evolved into assisting humans in previously

unimaginable complex assignments. To a
great extent, the real-world adoption of these
systems depends on their ability to demon-
strate complex knowledge, reasoning, and ar-

ISSN 1135-5948 DOI 10.26342/2025-74-14 ©2025 Sociedad Española para el Procesamiento del Lenguaje Natural

Procesamiento del Lenguaje Natural, Revista nº 74, marzo de 2025, pp. 207-219 recibido 05-12-2024 revisado 25-01-2025 aceptado 06-02-2025



gumentation skills (Khalfa, 1994; Buchanan
and Shortliffe, 1984; Lacave and Dı́ez, 2002;
Korb and Nicholson, 2010; Wu, Yang, and
Wang, 2024). Currently, traditional small-
scale task evaluations are no longer suffi-
cient to accurately measure the performance
of LLMs, nor give large-scale benchmarks tai-
lored insights into the intricacies of evaluation.
As LLMs grow in complexity and capability,
more effort and comprehensive evaluation are
required to capture their strengths and limita-
tions (Xu et al., 2023; Lai et al., 2023; Zhao
et al., 2023). In order to be meaningful, the
evaluation needs to address performance be-
yond basic metrics and include a broader set
of evaluation criteria that measure fundamen-
tal aspects of language, and, as a consequence,
a significant amount of effort has recently been
directed toward the evaluation of LLMs rather
than their construction (Sainz et al., 2023;
Zheng et al., 2023).

The works of Hadi et al. (2023), Chang et
al. (2023), Zhao et al. (2023) identify several
problems that affect the evaluation of LLMs
across different domains, each with the po-
tential to undermine genuine knowledge gen-
eration. Actually, several problems that af-
fect performance across evaluation domains re-
main undocumented and unappreciated, van-
ishing within hollow large-scale benchmarks.
Among the most prominent problems for the
interpretability and explainability domain is
the Reversal Curse. As for its first formal
definition, the Reversal Curse (RC) denotes
a reasoning failure in which models inaccu-
rately fail to infer bidirectional relationships,
leading to logical errors in reasoning such as
missing to infer “B relates to A” when “A re-
lates to B” is true. For example, as cited in
Berglund et al. (2023) a model would be un-
able to infer the correct response to the ques-
tion “Who was the first woman to travel to
space?” if it is only trained on the statement
“Valentina Tereshkova was the first woman to
travel to space”. In the same work, they even
noticed that LLMs incorrectly assign a higher
probability to a random name than to the cor-
rect one, showcasing a fundamental misunder-
standing of logical inference, mining the Nat-
ural Language Inference (NLI) task.

Being NLI a fundamental task for the eval-
uation of the reasoning capabilities of LLMs
and, ultimately, for their acceptance as reliable
systems, this investigation aims to shed light
on causal reasoning failures in the form of the

RC, enumerating the assets, approaches, and
the limitations that exist to mitigate causal in-
coherence. The mitigation of the RC is a cru-
cial task, as maintaining coherence on genuine
deductive reasoning is a fundamental ability
any presumably complex system should attain.
To this end, we revisit the recent literature,
analyze why LLMs exhibit this behavior, and
provide insights on how to mitigate it.

The paper is structured as follows: in Sec-
tion 1 we motivate and present the problem,
in Section 2 we formally define the RC, in Sec-
tion 3 we discuss the mitigation techniques and
approaches and we analyze results, in Section
4 we elaborate on the main limitations of the
previously analyzed approaches and pose fu-
ture concerns, and, finally, in Section 5 we con-
clude the work.

2 The Reversal Curse: A Formal
Definition

Logical inference and reasoning present a sig-
nificant challenge for artificial intelligence.
Even before the formal definition of the RC,
research identified various forms of logical in-
consistencies in LLMs in which models were
unable to establish the correct inference label
for a given set of text and hypothesis pairs
(Fluri, Paleka, and Tramèr, 2024; Press et al.,
2023; Mohler, Bunescu, and Mihalcea, 2011;
Dagan et al., 2010; Lin, Hilton, and Evans,
2022).

The first documented appearance of the
RC phenomenon is offered by Berglund et
al. (2023), whose investigation revealed a sur-
prising failure to generalize in autoregressive
LLMs. The central finding is that if a model
is trained on a sentence of the form “A re-
lates to B”, it does not automatically general-
ize to the reverse form, “B relates to A”. Al-
though this type of generalization seems triv-
ial, they demonstrated that autoregressive lan-
guage models consistently fail to generalize in
this manner, even when the reverse pattern is
prevalent in their training data. According to
the authors’ formal definition, the RC reveals
a logical inconsistency in LLM reasoning. Re-
versed statements should exhibit logical sym-
metry equivalent to the original text. How-
ever, experiments demonstrate that the logical
outcomes of these models are no more accurate
than random baselines.

Berglund et al. (2023) provide evidence for
the RC by fine-tuning various GPT (Brown
et al., 2020; Radford et al., 2019; Achiam et
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al., 2023) and Llama (Touvron et al., 2023a;
Touvron et al., 2023b) models on fictitious
statements, such as parental relationships of
celebrities. Their preliminary findings show
that transformer-based autoregressive models
consistently fail to respond correctly to re-
versed queries based on the same training data
(see Table 1). The models’ consistent failures
under different experimental settings led the
authors to conclude that there is a fundamen-
tal issue with logical deduction in the LLM
training process.

Across the different experiments per-
formed, the authors fine-tune LLMs
on sentences of the form “<name> is
<description>”, where a fact about a
celebrity is presented with the name preced-
ing the description (e.g., Daphne Barrington
is the director of “A Journey Through
Time”.). The authors then test the models’
ability to generalize to the reverse structure,
“<description> is <name>” (e.g., The direc-
tor of “A Journey Through Time” is Daphne
Barrington.), where the names and descrip-
tions are for fictitious celebrities (and thus
do not appear in the LLM’s original training
data, a phenomenon that can potentially
undermine evaluation and is known as data
contamination, which is further described
in Sainz et al. (2023)).

They also try different variations on the ba-
sic setup in an effort to help the model general-
ize. In that direction, the dataset employed in
the investigation includes paraphrases of each
sentence as a form of data augmentation. Ex-
perimentation results, which we collect in Ta-
ble 1 along with various posterior works on
the same dataset, show an astonishingly close-
to 0% accuracy on the defined reversed tasks
for the fine-tuned GPT-3 base model (GPT-3-
175B) and a similar tendency for LLaMA-7b
and GPT-3-350M can also be observed.

A contemporary study by Grosse et al.
(2023) produced similar results while investi-
gating the RC using influence functions. The
authors used influence functions to assess the
impact of individual training examples on the
outputs of an LLM. Their experiments showed
that synthetic sequences where the order is
flipped have consistently lower influence, pro-
viding additional support for the RC. Simi-
larly, the investigation of Allen-Zhu and Li
(2023), in another contemporary study, ob-
served the same phenomenon. They trained
LLMs from scratch on synthetic datasets with

data augmentation and found a complete fail-
ure to generalize in reverse. These results mir-
ror the findings of Berglund et al. (2023), but
with different training configurations. Both
experiments, whether fine-tuning pre-trained
models or training from scratch, produced sim-
ilar negative results, further reinforcing the ex-
istence of the RC or at least an unsolved prob-
lem regarding causal incoherence for some de-
fined sets of relations.

The analysis of Zhu et al. (2024) reveals
a core finding for the occurrence of the RC:
the effective weights of autoregressive models
exhibit asymmetry as a result of the preva-
lent use of cross-entropy (CE) loss, which aims
to maximize the probability of predicting the
next token. Specifically, increasing the weight
from token A to token B during training does
not necessarily lead to a corresponding in-
crease in the weight from token B to token A.
In other words, gradient update does not alter
the representation of B to contain information
about A. In this investigation, RC is theoret-
ically studied through the training dynamics
of (1) a bilinear model, serving as an oversim-
plification of a one-layer transformer, and (2)
one-layer transformers. Experimental results
suggest that the RC occurs in autoregressive
LLMs as a consequence of the asymmetry of
model weights, mainly due to their intransitiv-
ity. Under default configurations, the experi-
ments show that autoregressive models are un-
able to predict the reversed correct next token
in the validation set better than a uniformly
random guess.

All in all, without manipulating the dataset
or changing the autoregressive (causal) struc-
ture of the model, the RC is difficult to mit-
igate, even with in-context learning (ICL)
strategies such as Chain-Of-Thought (CoT)
(Xia et al., 2024; Chu et al., 2024). Guo et al.
(2024) determine that CoT does little to alle-
viate reversal failures, even when the model is
explicitly prompted with several CoT exam-
ples that are fully consistent with the corre-
sponding training data. However, they note
that CoT can partially mitigate the impact of
relational words, as few-shot demonstrations
help the model recognize symmetric relation-
ships, such as those in parental relations.

Since 2023, the RC has become the focus of
extensive research aimed at mitigating its ef-
fects to improve fundamental NLI and LLMs’
performance at downstream tasks. We now
review the main mitigation strategies.
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Model D2N
(Acc)

N2D
(BLEU)

Rev D2N
(BLEU)

Rev N2D
(Acc)

GPT-3-175B (Berglund et al., 2023) 96.7 50 0.1 0.0
LLaMA-7B (NTP) (Lv et al., 2024) 100 67 20 0
LLaMA-7B (BICO) (Lv et al., 2024) 99 70 21 68
LLaMA-13B (NTP) (Lv et al., 2024) 99 59 21 0
LLaMA-13B (BICO) (Lv et al., 2024) 99 66 22 72
GLM-2B (NTP) (Lv et al., 2024) 100 69 20 0
GLM-2B (ABI) (Lv et al., 2024) 100 72 22 88
GLM-10B (NTP) (Lv et al., 2024) 100 72 20 0
GLM-10B (ABI) (Lv et al., 2024) 99 63 22 74
LLaMA-7B (SPT)+Vicuna-13B-v1.3 (Guo et al., 2024) 100 84.3 83.9 100
BERT (Wu, Yang, and Wang, 2024) 99.1 100 99.8 99.7

Table 1: Performance of different models and approaches on the Description2Name (D2N),
Name2Description (N2D) and reversed variants for the tasks defined in Berglund et al. (2023).
The evaluation metrics are accuracy (Acc) representing the percentage of correct predictions over
the total number of instances (D2N and Rev N2D) and BLEU for the evaluation of description
texts (N2D and Rev D2N). Direct tasks (D2N and N2D) maintain the same order for training
and evaluation, while reversed tasks are evaluated in the reverse direction of the configuration for
training (Rev D2N and Rev N2D). NTP stands for Next-Token Prediction, ABI stands for Au-
toregressive Blank Infilling, BICO stands for Bidirectional Causal Language Modeling and SPT
stands for Semantic-aware Permutation Training.

3 RC Mitigation Techniques and
Discussion

As anticipated, autoregressive LLMs exhibit
strong performance in complex reasoning
tasks, but, in contrast, encounter difficulties
with simpler forms of deductive logical rea-
soning, such as reverse knowledge extraction,
reverse knowledge generation, and reverse de-
duction. This section categorizes the proposed
approaches aimed at mitigating the RC expos-
ing their limitations and providing a detailed
discussion of their performance.

3.1 Mitigation by Autoregressive
Blank-Infilling Training

Lv et al. (2024) propose that the dominant
next-token prediction (NTP) pre-training ob-
jective for current LLMs is the key factor con-
tributing to the RC. Causal attention masks
in models such as LLaMA and GPT constrain
each token to depend solely on preceding ones.
When pre-trained for next-token prediction on
data where A typically precedes B, the model
can only maximize the likelihood of B given A
(i.e., p(B|A), with no guarantee of accurately
estimating p(A|B)).

In the path to mitigate the problem, Lv
et al. (2024) demonstrate that causal lan-
guage models can exhibit resistance to RC
when trained with comprehensive contextual
modeling for each token. That is, they up-
date the training objective with an autoregres-

sive blank infilling objective, which allows the
model to consider both the preceding and suc-
ceeding contexts of the tokens to be predicted.

The Bidirectional Causal Language Model-
ing Optimization (BICO) modifies causal at-
tention into a bidirectional mechanism. Atten-
tion calculations are partitioned into two parts
based on the relative positions of the query
and key vectors. During inference, the model
adopts causal attention as usual and predicts
tokens autoregressively. To convert the uni-
directional attention mechanism of the causal
language model into a bidirectional one, they
modify the inner product operations between
input tokens into arbitrary values.

The authors propose that fine-tuning pre-
trained causal language models on new data
using this approach enhances their robustness
against the RC. BICO enables the mitigation
of the RC as shown in Table 1, notably improv-
ing performance for the LLaMA-7B (BICO)
and LLaMA-13B (BICO) models, but its per-
formance does not improve in the reversed
D2N task (Rev D2N) due to unknown reasons.
The authors conclude that there is no clear evi-
dence of the varying difference in performance
for the distinct tasks, apart from the notori-
ous nature of Rev D2N being inherently more
complex than Rev N2D due to variable length
responses and the BLEU evaluation metric.
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3.2 Mitigation by Augmentation
and Permutation Training

Guo et al. (2024) identify that the primary
issue underlying RC arises from discrepancies
in word order between the training and infer-
ence phases. They hypothesize that permuting
the training data could enable causal language
models to predict antecedent words by lever-
aging the surrounding context. To overcome
the discrepancies, the Semantic-aware Permu-
tation Training (SPT) is proposed. This ap-
proach utilizes an assistant language model to
segment training sentences into minimal se-
mantic units, which are then reordered using a
permutation strategy while the internal order
of each segment remains intact. The order-
ing strategy is applied with equal probability,
and involves maintaining the original order, re-
versing it, or randomly shuffling the identified
semantic units.

As a motivation to develop SPT, the au-
thors argue that LLMs are strong enough to
understand symmetric relationships but fail
to recover reverse words. Segmenting sen-
tences into semantic units, such as phrases or
entities, helps address issues caused by per-
mutation methods that disrupt these units,
which can hinder the models’ ability to learn
effectively from training data (e.g., in sim-
ple n-gram models). An example of the seg-
mentation is as follows: “<AI companion.>
<of developing the first emotional> <has
the unique distinction> <Mason Caldwell>
<Interestingly enough,>”. As observed, the
order within each semantic unit is preserved,
while the overall sentence order is reversed.

As shown in Table 1, the LLaMA-7B model
fine-tuned using SPT, with the Vicuna-13B-
v1.3 assistant for semantic segmentation, sig-
nificantly outperforms BICO and other ap-
proaches. Additional experiments also high-
light the importance of semantic preservation
by comparing it against n-gram segmentation,
yielding noticeable performance gains.

The concurrent work by Golovneva et
al. (2024) extends the permutation training
method to the pre-training phase through a
reversal training scheme. In this scheme, the
training dataset is augmented by segmenting
the input sequences into smaller components
(a component can be a token, a word, an en-
tity name, or a random number of tokens), and
then reversing the order of the segments while
preserving the original order within each seg-
ment. As a result, the total number of tokens

is doubled, as both the original and permuted
sequences are included. Moreover, to avoid
interfering with the language model’s next-
token prediction capabilities, the reversed text
is treated as a separate language task, similar
to how cross-lingual models handle different
languages. To demonstrate the validity of the
approach, four distinct segmentation types are
evaluated independently: Byte Pair Encoding
(BPE) tokenization, word-level segmentation,
entity-preserving segmentation using an entity
detector, and random segmentation. These
segmentation approaches are evaluated on var-
ious reverse tasks with apparent success, but
a direct comparison to Berglund et al. (2023)
is not possible as their task is not included.

A final approach to mitigating RC through
data augmentation is that of Lu et al. (2024).
In this work, the authors define a Pairwise
entity Order and Relationship-Enhanced data
strategy (PORE), a data strategy designed to
improve LLMs’ ability to understand reverse
relationships. To prepare the data, PORE
creates entity order-reversal question-answer
pairs that allow models to encounter both for-
ward and reverse relationships for each en-
tity. The authors also introduce the con-
cept of knowledge clarity that further en-
hances PORE’s effectiveness by emphasizing
high-clarity data, that is, data that the model
already understands well. Knowledge clarity
refers thus to the ease with which a model
recalls certain knowledge, typically because it
appears frequently or is easily encoded during
training. By identifying high-clarity knowl-
edge within the data, PORE selectively ap-
plies its augmentation techniques to the most
memorized information. This approach en-
sures that the model practices reverse reason-
ing on information it is likely to recall cor-
rectly, thereby reinforcing reverse relationship
recall. In practice, PORE uses knowledge clar-
ity to balance data encoding for both forward
and reverse entity order without disrupting
original structures.

3.3 Mitigation by
Factorization-Agnostic Training

Kitouni et al. (2024) reframe the RC as a fac-
torization curse, conceptualizing the problem
as a failure of language models to learn the
same joint distribution under different factor-
izations. The authors show that the prevail-
ing left-to-right next-token prediction autore-
gressive objective used in popular large mod-
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els such as GPT and LLaMA constitutes the
RC. They illustrate how the factorization in
training only encodes information based on
prior context, thereby limiting the model’s
ability to retrieve information based on later
context. They further elaborate that this
is the reason why the experiments of Lv et
al. (2024) fail in the Rev D2N task (see Ta-
ble 1, rows LLaMA-7B (BICO) and LLaMA-
13B (BICO)), as fixed-length context bidirec-
tional attention is not sufficient to mitigate
the RC in arbitrary context-length windows.
Moreover, they demonstrate that reliable in-
formation retrieval cannot be solved merely
with increased model scale, reversed tokens,
or even bidirectional-attention objectives.

The authors hypothesize that factorization-
agnostic models, when trained with objectives
that are less dependent on the specific or-
der of tokens, can better preserve the over-
all meaning encoded in knowledge. This, in
turn, would enable the storage and retrieval
of knowledge in all directions for entities of
arbitrary length, without the need for exter-
nal interventions such as entity pre-parsing or
retrieval-augmented generation.

To address this issue, they propose two
complementary approaches. The first ap-
proach employs a technique known as Per-
mutation Language Modeling (PLM) (Yang,
2019) as a straightforward way to alleviate
the factorization issue by writing the autore-
gressive loss in a way that is independent of
factorization by averaging over all permuta-
tions. The second approach, a more complex
alternative, proposes Uniform-Rate Masked
Language Modeling (MLM-U), an alternative
factorization-agnostic objective based on pre-
dicting any context from any other context
uniformly at random. This includes next-
token, previous-token predictions, predictions
spanning multiple future or past tokens, and
all other forms of contextual prediction. This
generalization over objectives, amounting to
something similar to masked language mod-
eling with a randomly sampled masking rate,
turns out to be a discrete diffusion model with
an absorbing masking state.

They also introduce WikiReversal, a real-
istic testbed based on Wikipedia knowledge
graphs that closely replicates a knowledge-
intensive fine-tuning application for experi-
mentation with the RC problem.

To ensure a fair comparison and allow
each objective to perform optimally, they em-

ploy model architectures specifically designed
for each objective. For autoregressive train-
ing, they use GPT-2 and Mistral (Jiang et
al., 2023). For Masked Language Modeling
(MLM), they use BERT (Devlin et al., 2019).
Finally, for MLM-U, they employ an encoder-
decoder model derived from the GPT archi-
tecture.

They conduct a series of experiments con-
sidering retrieval tasks, non-reciprocal rela-
tionship retrieval tasks, biography property
retrieval tasks, and Wikipedia knowledge ex-
traction tasks, in which factorization-agnostic
approaches seem promising in reverse direc-
tions of training and evaluation. The au-
thors acknowledge that factorization-agnostic
approaches have a more challenging objec-
tive since they approximate all possible par-
titions of the input into context and predic-
tions. The main limitation of factorization-
agnostic approaches is the optimization diffi-
culty due to task complexity. However, they
do not evaluate the proposals under the bench-
mark of Berglund et al. (2023), so a direct
comparison of the results is not possible.

3.4 Discussion on the Approaches
to Tackle the Reversal Curse

In their preliminary exploration of the RC,
Berglund et al. (2023) established an exper-
imental framework to assess how well LLMs
could generalize bidirectionally between fic-
tional celebrity names and their correspond-
ing descriptions. In the first evaluation, they
fine-tuned the models on datasets where each
entry was formatted either as description is
name, focusing on the description-to-name
task (description2name or D2N); or as name
is description, for the name-to-description
(name2description or N2D) task (see Table 1).
To evaluate the models’ ability to reverse this
association, they tested them in the opposite
direction from that provided in the training
data, constituting the reverse D2N and reverse
N2D tasks (Rev D2N and Rev N2D). Thus,
they examined both reverse directions to see
if the models could infer inverse relationships
without explicit training on them.

The experiments revealed that while the
models performed adequately on the trivial
tasks (D2N and N2D), their accuracy dropped
significantly on the reversed tasks (Rev D2N
and Rev N2D). This highlighted the mod-
els’ limitations in bidirectional generalization
and underscored the challenges posed by the
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RC. Note that the main model under evalua-
tion, GPT-3, scored near 0% for the reversed
tasks of the defined scenarios. The same ten-
dency was also observed for LLaMA and other
GPT models. The results obtained by differ-
ent models and approaches are summarized in
Table 1.

On top of this investigation, Lv et al.
(2024) expanded their evaluation to include
a wider range of model architectures and
sizes, moving away from the commonly used
decoder-only transformers with a causal atten-
tion mechanism. This shift was motivated by
the vulnerability of these models to the RC,
which stemmed from their unsupervised next-
token prediction training.

In their experiments over the benchmark
proposed by Berglund et al. (2023), they fo-
cused on testing GLM (Zeng et al., 2022).
GLM is a prefix language model (Du et al.,
2019) that can be pre-trained on an autore-
gressive blank infilling objective (ABI). The
authors concluded that GLM appears to be
much more resilient against the RC than au-
toregressive models such as LLaMA or GPT
when pre-trained under ABI configuration (see
Table 1 rows GLM-2B (ABI) and GLM-10B
(ABI) concerning the NTP configuration). At
first glance, their model seems effective in one
of the reversed tasks (Rev N2D); however, sur-
prisingly, ABI-based GLM also struggles with
those reversal questions from the Rev D2N
task.

These results raise further questions as the
models exhibit strong performance in the re-
versed N2D task but not in the reversed D2N
task. The authors hypothesize that the out-
come could be explained by language models
heavily relying on memorization from training
data, while their capacity for complex reason-
ing, via the mean probability of ground truth
especially in this scenario involving reverse
knowledge and description is more limited.
Wu, Yang, and Wang (2024) further investi-
gated the dilemma and reinforced that, when
provided with D2N data, the GPT-3, LLaMA
3, and BERT models can accurately respond
to questions in the same direction. However,
while interestingly BERT continues to accu-
rately predict outcomes for reverse D2N ques-
tions (see Table 1, BERT row), both GPT-
3 and LLaMA 3 struggle with these reversed
queries. Actually, they replicate the poor per-
formances of both GPT and LLaMA models of
Berglund et al. (2023). Wu, Yang, and Wang

(2024) conclude that BERT overcomes the RC
in the testing examples due to its bidirectional
nature.

The authors also note that description is
much harder to predict than name due to its
length and diffusive variation. This might also
explain the performance drop of LLaMA-7B
(BICO) and LLaMA-13B (BICO) models (Lv
et al., 2024) on the Rev D2N task. On top of
this, Kitouni et al. (2024) discuss that to make
reverse training objectives effective, and re-
trieve multi-token information (such as for the
Rev D2N task), entities must first be parsed,
and then models should be trained in these
entity-preserving chunks rather than simply be
attending right-to-left.

This finding is further supported by
Golovneva et al. (2024), where performance
is shown to be strongly correlated with both
segment granularity and the target task. This
could be indicative of why standard masked
language model methods with fixed masking
fail, as entities often span more tokens than
the model masks. As a consequence, the model
lacks the necessary supervision from the right
context without revealing parts of the entity.

Data augmentation approaches, such as
SPT, exhibit substantial improvement on re-
versed questions (see Table 1) achieving com-
parable performance with forward ones, and
thereby presumably mitigating the RC. How-
ever, these methods face notable limitations.
Semantic destruction remains a key concern,
as random or token-level permutations often
disrupt meaningful phrases or entities, reduc-
ing the model’s ability to effectively learn
from training data. Additionally, these ap-
proaches require substantial computational re-
sources for tasks like segmentation and pro-
cessing large datasets. Furthermore, a tech-
nique like SPT is hardly scalable to a wide
range of relational types or domains, as it re-
lies on predefined semantic segmentation that
may not generalize across diverse or complex
relationships. Moreover, the contribution of
assistant models, used to segment text into
semantic units, has yet to be fully quantified
concerning their effectiveness in addressing the
RC.

4 Limitations of the Reversal
Curse and its approaches

In this section, we review the main limitations
of the approaches described in Section 3 and
of the current scope of the RC.

Exploring the Dilemma of Causal Incoherence: A Study on the Approaches and Limitations of Large Language Models in Natural Language Inference

213



(i) RC is persistent across model sizes
and model families when no context is
provided. While Berglund et al. (2023) ob-
served that the RC is persistent across model
sizes and model families, they noticed that
when A is B appears in-context, models can
deduce the reverse relationship with greater
success. Despite these findings, the specific
impact of the context window on mitigating
the RC has not been investigated. For exam-
ple, if an LLM such as GPT o1-preview (Ope-
nAI, 2024) is given A is B in its context win-
dow, then it could infer B is A more proba-
bly. Yet, in that scenario, it would be unclear
if the improvement in NLI performance had
been attained by memorization or mimicking
provided demonstrations rather than by gen-
uine inference reasoning abilities.

Considerable discussion has emerged on
this topic, as the experiment may potentially
underestimate GPT models’ abilities. A plau-
sible hypothesis for this performance drop is
that GPT models have been fine-tuned to
avoid revealing information about individuals.
If this is true, they may overgeneralize from
this fine-tuning, sometimes avoiding answer-
ing questions about the parents of celebrities.
Therefore, further research into the effect of in-
struction tuning, reinforcement learning from
human feedback, and the capabilities of foun-
dation models on the RC is necessary, which
has not been analyzed so far. Yet, the exper-
iments gathered in Table 1 provide evidence
that RC is robust across model sizes and fami-
lies when traditional autoregressive next-token
prediction training is used.

A recent shift towards incorporating ex-
plicit reasoning mechanisms into LLMs lead to
the emergence of Reasoning Language Models
(RLMs). RLMs introduce a new paradigm in
which unlike traditional autoregressive mod-
els that focus solely on token generation,
RLMs aim to approximate human-like rea-
soning more effectively. Recent studies have
shown significant improvements in reason-
ing capabilities by integrating reinforcement
learning during training and leveraging search
algorithms at inference time (Liu et al., 2024;
Wu et al., 2024), at the cost of increased
computational demands. However, it remains
an open question whether the Reversal Curse
(RC) also affects these models or manifests it-
self in different ways, warranting further inves-
tigation.

(ii) It is not clear whether RC is a

consequence of memorization or lack of
genuine knowledge generation. Regard-
ing the complexity of the Rev D2N task from
Berglund et al. (2023) due to its broader
range of phrasing and knowledge generation
requirement, Joshi et al. (2024) demon-
strate that LLMs often fall short in deriving
causal knowledge that extends beyond explic-
itly stated facts present in their pre-training
data. This limitation raises fundamental ques-
tions about the inference capabilities of LLMs,
especially regarding their ability to generalize
from known data. The study contrasts memo-
rization with inference, aligning with observa-
tions from Kıcıman et al. (2023), who reported
that GPT-4 outperformed traditional methods
on specific causal reasoning tasks but without
clear evidence of genuine causal inference.

Similarly, Joshi et al. (2024) investigated
the extent to which LLMs infer novel causal
knowledge instead of relying on memorized
causal relationships. To undertake the task,
they crafted synthetic datasets encompass-
ing temporal, spatial, and counterfactual re-
lations, aiming to observe how LLMs process
causality when preexisting knowledge is re-
moved. The experiment shows that models
tend to infer causation based solely on the se-
quential order of events in the text. For ex-
ample, if event X precedes event Y, the model
often assumes that X causes Y, regardless of
the actual causal structure, and may deduce
causality from it. This heuristic-driven be-
havior persists even when the temporal or-
der of events is manipulated, underscoring the
model’s reliance on positional cues rather than
genuine causal understanding.

In detail, while LLMs correctly deduce the
absence of causal connections from temporal
and spatial hints, they encounter significant
challenges in deriving causal implications from
counterfactual scenarios. Scaling model sizes
does not mitigate this issue, as larger models
continue to struggle with counterfactual rea-
soning, which is also noted by Berglund et al.
(2023), suggesting that improvements in scale
alone do not equate to advances in causal in-
ference capabilities.

A critical outcome of the study by Joshi
et al. (2024) is the identification of the post
hoc fallacy in causal inference by LLMs. As
claimed by the authors, even when the posi-
tion heuristic is mitigated, LLMs struggle to
interpret temporal order as causation, a phe-
nomenon that echoes common human reason-
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ing errors. Such findings challenge the no-
tion that current LLMs are capable of infer-
ring complex, unseen causal relationships and
call into question their effectiveness in tasks re-
quiring deep causal reasoning. Overall, Joshi
et al. (2024) conclude that, while LLMs can
identify non-causal patterns, particularly in
temporal and spatial contexts, they fall short
in synthesizing new causal insights from novel
or counterfactual information.

In a more synthetic setting, Ma et al.
(2023) evaluate LLMs to determine whether
these models can recall injected knowledge,
particularly in the reverse direction. With the
objective of inserting new facts into model pa-
rameters without retraining, they conduct ex-
periments using various representative LLMs
of various sizes in which (subject, object, re-
lation) triplets are injected into the context.
The evaluation involves tasks such as question
answering and judgment assessments. The
findings reveal that, while the models effec-
tively recall edited facts in the direction of the
edit, they exhibit significant deficiencies when
recalling the same facts in the reverse direc-
tion. Results for GPT-2 XL (1.5B) (Radford
et al., 2019), GPT-J (6B) (Wang and Komat-
suzaki, 2021), LLaMa-1 (7B) and LLaMA-2
(7B and 13B) suggest that models under eval-
uation rely more on the memorization of spe-
cific patterns rather than on logical reasoning
and deduction to understand and apply knowl-
edge bidirectionally.

(iii) It is not clear whether the RC
is mitigated by pre-training and data
augmentation techniques. Berglund et al.
(2023) note that neither pre-training nor fine-
tuning mitigates the RC across different vari-
ations of model architectures and sizes. How-
ever, posterior work on the real impact of
pre-training, fine-tuning, and data augmen-
tation show a significant improvement in re-
sults (Guo et al., 2024; Golovneva et al., 2024;
Lu et al., 2024). As Berglund et al. (2023)
ground all their experimentation on synthetic
data and a very specific set of relations, it is
not clear whether these approaches that re-
quire substantial computational resources for
tasks like segmentation and processing large
datasets could escalate in a tractable manner.
The work of Kitouni et al. (2024) is promising
in this direction, as some of their experimenta-
tion is grounded onWikipedia as a more realis-
tic realm for evaluation, yet, the real impact of
assistant models or external knowledge-bases

is to be determined.

(iv) The scope of the RC problem is
not yet delimited. Berglund et al. (2023)
proposed that the RC problem stems from
the symmetry property of the identity rela-
tion. In logic and mathematics, symmetry
means that if a relation holds in one direc-
tion (e.g., A relates to B), it should logically
hold in the reverse (B relates to A). This con-
cept is fundamental to identity relations, re-
flecting our intuitive expectations of mutual-
ity in certain statements. In this regard, Zhu
et al. (2024) concluded that the weights of
autoregressive language models exhibit asym-
metry. Under this affection, an autoregressive
LLM is unable to correctly predict the reversed
next tokens adequately as weights related to
the reversed tokens have not been influenced
by weights of preceding tokens. The asym-
metry and intransitivity of model weights in-
dicate that an autoregressive LLM might pri-
marily focus on learning text sequences sepa-
rately during training, rather than automati-
cally deducing indirect conclusions due to the
NTP objective and causal transformer-based
structures. The authors claim that the is-
sue underscores the importance of in-context
learning, data augmentation, or planning for
current autoregressive LLMs to solve complex
reasoning tasks and mitigate causal inference
inconsistencies.

Although many of the experimental issues
concerning the RC have been explored across a
very specific set of relations, such as parental
and authorship relations; the set of relations
where the RC is applicable could be much
broader. The RC may potentially involve any
kind of logical relation, including the extensive
range of annotations used in NLI and logical
deduction (MacCartney and Manning, 2007;
MacCartney and Manning, 2009).

Furthermore, the complexities extend to in-
ferences involving sets, universal quantifiers,
logical propositions, and concepts like mono-
tonicity. Reasoning about sets requires models
to comprehend membership, subsets, and the
relationships between different groups, which
can be non-trivial when dealing with large or
nested sets. Universal quantifiers like all or
every introduce additional challenges, as they
demand the model to generalize across all pos-
sible instances, requiring a deep understanding
of the domain and the ability to handle excep-
tions or edge cases.

Logical propositions involve understanding
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and manipulating logical connective operators
such as and, or, not, and if . . . then; which
necessitate precise logical reasoning to main-
tain the validity of arguments. Monotonic-
ity (Chen and Gao, 2024) adds another layer of
complexity, as it pertains to the way the truth
value of statements changes with the addition
of new information; models must accurately
handle upward and downward entailments to
preserve logical consistency. These aspects
highlight that the RC is not merely a problem
confined to specific relational tasks but is in-
dicative of broader limitations in LLMs’ ability
to handle fundamental logical reasoning and
inference tasks. Addressing these complexities
in a standard and defined evaluation scenario
is crucial for advancing the reasoning capabil-
ities of LLMs and ensuring reliability across a
wide spectrum of logical relations.

In this direction, Wu, Yang, and Wang
(2024) further investigated more complex de-
ductive reasoning tasks by training both en-
coder and decoder LLMs to perform union
and intersection operations on sets. While
both types of autoencoder models and next-
token prediction decoders managed tasks in-
volving two sets, they struggled with opera-
tions involving three sets. Their findings un-
derscore the differences between encoder and
decoder models in handling logical reasoning,
suggesting that the choice between encoder or
decoder models should depend on the task’s
specific needs. Experiments on BERT and
LLaMA indicate that bidirectional encoder
LLMs demonstrate greater proficiency in mas-
tering reversal deduction tasks. Specifically,
BERT, LLaMA 2, and LLaMA 3 performed
well on intersection and union operations in-
volving two sets. Notably, the BERT model
does not fall victim to the RC that affects
unidirectional LLMs like GPT. However, both
BERT and GPT models fail in complex de-
ductive logical reasoning tasks involving more
than two sets. These results highlight the im-
munity of bidirectional models like BERT to
the RC reported previously in unidirectional
LLMs such as GPT.

In a similar direction and with the objec-
tive of making a fine-grained evaluation of the
RC, Ma et al. (2023) introduced the BAKE
benchmark. BAKE establishes a taxonomy
that categorizes relationships between entities
into four distinct classes: one-to-one, one-to-
many, many-to-one, and many-to-many. This
classification allows for the evaluation of dif-

ferent logical relation types, enabling evalu-
ation to assess how well models handle rela-
tional structures during retrieval. By distin-
guishing these relation types, BAKE provides
a structured framework as a first step toward
evaluating models’ capacity for distinct logical
reasoning and entity association.

5 Conclusions

Genuine deductive reasoning is essential for
many tasks and applications that involve de-
riving logically certain conclusions from one
or more premises. When the premises are ac-
curate and the reasoning is correctly applied,
deductive reasoning must provide conclusive
results. For AI systems to be acceptable to
users, maintaining causal coherence is crucial
in the domain of NLI and its downstream
tasks. The limitations of the systems to han-
dle the Reversal Curse emphasize the need for
continued innovation in causal reasoning for
LLMs. This innovation should focus not only
on increasing model complexity but also on
enhancing interpretive strategies that enable
causal inference without relying on superficial
text patterns. This study underscores the im-
portance of advancing state-of-the-art models
that can move beyond basic limitations and
apply robust deductive reasoning to novel, un-
seen causal data.

More attention is required to investigate
and address the fundamental issues within the
conventional paradigm of LLMs, as basic lim-
itations are not yet resolved and consequently
restrict the level of useful artificial intelligence.
Focusing on exploring and addressing these in-
herent weaknesses of current LLMs is crucial
for achieving a higher level of user acceptance
of these presumably intelligent models.
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