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Abstract: This study presents a comprehensive assessment of lexical complexity
(LC) in texts from Ecuadorian public institutions, with a particular focus on the
development and application of advanced natural language processing (NLP) tech-
niques. The analysis includes a comparative evaluation of several models and ap-
proaches applied to the GovAIFEc¢ corpus, a recently developed collection of Ecuado-
rian government texts. The study examines the impact of incorporating linguistic
features and varying the number of training epochs, providing an in-depth analysis
of their contribution to model performance. Furthermore, a practical and accessible
solution is proposed through a web platform designed to facilitate the understanding
of complex words in public documents, which often hinder the successful execution
of bureaucratic processes. This work aims to improve interactions with government
systems by promoting more efficient and comprehensible communication. The best
performance was achieved with bert-base-spanish-wwm-uncased, combining linguis-
tic features and encodings, with a MAE = 0.1551. The results indicate that linguistic
features are essential to improve performance, suggesting that hybrid approaches are
more effective than those based solely on deep learning.

Keywords: Lexical Complexity Prediction, Linguistic Features, Public Documents,
Deep Learning.

Resumen: Este estudio presenta una evaluacion integral de la complejidad 1éxica
(CL) en textos de instituciones piblicas ecuatorianas, con un enfoque particular
en el desarrollo y aplicacién de técnicas avanzadas de procesamiento del lenguaje
natural (PLN). El andlisis incluye una evaluacién comparativa de varios modelos y
enfoques aplicados al corpus GovAlFE¢, una coleccién recientemente desarrollada de
textos gubernamentales ecuatorianos. El estudio examina el impacto de la incorpo-
racion de caracteristicas lingiifsticas y la variaciéon del nimero de épocas de entre-
namiento, proporcionando un analisis profundo de su contribucién al rendimiento
del modelo. Ademds, se propone una solucién préactica y accesible a través de una
plataforma web disenada para facilitar la comprension de palabras complejas en
documentos publicos, que a menudo obstaculizan la ejecucion exitosa de procesos
burocréticos. Este trabajo tiene como objetivo mejorar las interacciones con los
sistemas gubernamentales promoviendo una comunicacién mas eficiente y compren-
sible. El mejor rendimiento se alcanzé con bert-base-spanish-wwm-uncased, com-
binando caracteristicas lingiiisticas y codificaciones, con un MAE = 0.1551. Los
resultados indican que las caracteristicas lingiifsticas son esenciales para mejorar el
rendimiento, sugiriendo que los enfoques hibridos son mas efectivos que los basados
Unicamente en aprendizaje profundo.

Palabras clave: Prediccién de la Complejidad Léxica, Caracteristicas Lingiiisticas,
Documentos Publicos, Aprendizaje Profundo.

1 Introduction people with cognitive disabilities (Licardo,
. Vol¢anjk, and Haramija, 2021), also those
There are dlﬁerent groups Of readers, such as with low I’eading proﬁciency’ who may face

language learners (Rets and Rogaten, 2021),
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difficulties in understanding texts. It is im-
portant to emphasize that access to compre-
hensible texts is a fundamental right that
has been increasingly recognized by interna-
tional institutions and legislation (Bott et al.,
2024).

On the other hand, many people en-
counter significant obstacles in understand-
ing texts related to public administration
(Yuan et al., 2023). These challenges may
be due to difficulties in deciphering long
sentences, technical jargon, uncommon ter-
minology or complex linguistic structures.
Such obstacles directly affect people from
the above-mentioned target groups. Even
highly educated people, such as university
students in various fields of study, may be
among those affected by reading difficul-
ties (Alarcén, Moreno, and Martinez, 2020).
Public institutions are not exempt from this
reality. The content of texts intended for
citizens often includes complex vocabulary,
making interpretation difficult and hindering
users’ ability to initiate activities or admin-
istrative procedures (Roundy, Trussel, and
Davenport, 2023).

Text simplification (TS) aims to reduce
the complexity of a sentence without losing
its meaning, thus making it easier to un-
derstand, especially for people with cogni-
tive disabilities (Paetzold and Specia, 2017).
Within TS, lexical simplification (LS) focuses
on replacing complex words with simpler al-
ternatives, thus limiting changes to the lex-
ical level. LS tasks include complex word
identification (CWI) and substitute gener-
ation (SG) (Tan et al., 2024). A related
and similar task to CWI is Lexical Com-
plexity Prediction (LCP) (Shardlow et al.,
2021), which provides an estimate of the lexi-
cal difficulty level of each target word, rather
than simply making a binary classification on
whether a word should be replaced or not
(Bott et al., 2024).

Integrating large language models (LLMs)
into domain-specific applications is a key re-
search challenge (Jebali et al., 2024). Deep
learning approaches have become the state-
of-the-art in numerous natural language pro-
cessing (NLP) tasks, including lexical com-
plexity prediction (LCP) (Singh and Mah-
mood, 2021), (Nandy et al., 2021), (North
et al., 2024). Two of the main features that
have driven this advancement are the self-
attention mechanism, especially the Trans-
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former architecture (Vaswani, 2017), and the
adoption of unsupervised pre-training meth-
ods (Sarzynska-Wawer et al., 2021), (Howard
and Ruder, 2018), (Devlin et al., 2019), which
take advantage of large volumes of unla-
beled text corpora. Transformer-based mod-
els, such as BERT (Devlin et al., 2019) and
RoBERTa (Liu, 2019), have set a precedent
NLP. Building on these advances, latest lan-
guage models (e.g., GPT-4) focus on com-
plex task solving, with billions of parame-
ters, have demonstrated state-of-the-art per-
formance on a variety of tasks, as evidenced
by recent findings in multiple NLP studies
(Minaee et al., 2024), such as GPT-4- Turbo,
a state-of-the-art model recognized for its
outstanding ability to understand language
and its capacity to generate high-quality text
(Rampal et al., 2024).

This paper presents an approach to
lexical complexity prediction applied to the
spanish corpus called “GovAIFEc¢”. Spanish,
as the second most spoken language globally,
has considerable relevance in both commu-
nication and culture (Bylund, Khafif, and
Berghoff, 2024). Although spanish is one of
the most widely spoken languages, it faces
challenges in the field of natural language
processing (NLP) due to the disparity in
available resources compared to english. The
quantity and diversity of datasets, tools,
and pre-trained models for spanish are often
limited in comparison to those available for
English, making it more challenging to train
or evaluate spanish language models (Canete
et al., 2023). This includes labeled text cor-
pora and datasets to effectively train models.
LLMs have shown significant achievements
in NLP tasks. However, integrating linguis-
tic features together with encodings could
optimize their precision in predicting and
identifying complex words (Ortiz-Zambrano,
Espin-Riofrio, and Montejo-Réez, 2024).

Original contribution of our work

1. Our study focuses on a relatively unex-
plored area. To date, this study rep-
resents the first systematic approach to
address lexical complexity in texts from
ecuadorian public institutions. While
there are previous studies in the area of
natural language processing applied to
LLMs, this work stands out for its focus
on a labeled corpus from Ecuadorian in-
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stitutional texts.

2. Although deep learning models tend to

adopt end-to-end approaches, by incor-
porating these linguistic features one can
add meaningful and relevant informa-
tion to the encodings of linguistic mod-
els (Ortiz-Zambrano, Espin-Riofrio, and
Montejo-Réaez, 2024).
The objective of this research work is to
contribute to the advancement of knowl-
edge in the field of lexical simplification
by evaluating the performance of algo-
rithms based on fine-tuned Transform-
ers, thus demonstrating the effectiveness
of integrating linguistic features to im-
prove the performance of models.

3. An evaluation was carried out through
a comparative analysis of several mod-
els and approaches applied to the Go-
vAIFEc¢ corpus (a new corpus of Ecuado-
rian state texts). A notable feature of
this dataset is that it includes docu-
ments from various government institu-
tions, representing a broad user base and
areas where customer service is a criti-
cal factor. This underlines the potential
of the proposals to optimize text man-
agement and comprehension in spanish
language government contexts.

4. This study considers both homogeneous
conditions and differentiated scenarios.
In particular, runs were performed that
add linguistic features to the corpus to
assess their impact on performance, as
well as runs without these features, al-
lowing a thorough analysis of their con-
tribution to the tasks evaluated.

5. In addition, an accessible and practical
solution is proposed for users through
a web platform GovAIEc'. This tool
aims to facilitate the understanding of
complex words contained in public doc-
uments, which often hinder the success-
ful execution of bureaucratic processes,
thus contributing to a more efficient and
understandable interaction with the gov-
ernment system.

The rest of the article is organized as
follows:

'GovAlEc
Available at https://www.govaieasy.com/
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Section 2 presents related work in the area
of lexical simplification, focusing on systems
based on lexical complexity metrics for span-
ish and linguistic models. Section 3 describes
the methodology applied in this study. Sec-
tion 4 describes the experiments performed
and the results obtained, along with an anal-
ysis of these results. Section 5 discusses the
implications of the findings. Section 6 sum-
marizes the main conclusions of the research,
while Section 7 offers perspectives on future
directions following the same line of research.

2 Related work

In the past, innovative lexical simplifica-
tion methods relied on complex systems
composed of multiple components, each of
which required deep technical knowledge
and precise integration to achieve optimal
performance (Aumiller and Gertz, 2023).
However, recent advances in deep learning,
especially with the emergence of large
language models (LLMs), have significantly
simplified this process. These rapidly tun-
able models have reinvigorated interest in
lexical simplification (North et al., 2023b).
Advanced models such as BERT (Devlin
et al., 2018), RoBERTa (Liu, 2019), and
GPT-3 (Ortiz-Zambrano, Espin-Riofrio,
and Montejo-Raez, 2023), (North et al.,
2024) among others, have demonstrated re-
markable ability to automatically generate,
select, and rank candidate substitutions, far
outperforming traditional approaches (North
et al., 2024).

Since the introduction of the Transformer
architecture in 2017, the field of natu-
ral language (Vaswani, 2017), which lever-
ages large unlabeled corpora (Canete et al.,
2020). With the rise of transfer learning and
pre-trained language models, deep learning-
based solutions have significantly outper-
formed traditional shallow machine learn-
ing approaches. Models such as BERT and
XLM-RoBERTa have established themselves
as state-of-the-art benchmarks in a variety of
natural language processing tasks (Yaseen et
al., 2021).

The first BERT model pre-trained exclu-
sively on spanish data was successfully de-
veloped, and both the model and the train-
ing corpus and evaluation benchmarks were
made publicly available (Canete et al., 2020).
Later, a RoBERTa model trained on an even
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larger and more diverse set of spanish texts
was presented. This model showed outstand-
ing performance on various NLP tasks and
benchmarks, setting a new standard in most
of them, although it was not evaluated on
the lexical complexity prediction (LCP) task
(Gutiérrez-Fandino et al., 2021a).

To improve cognitive accessibility in uni-
versity educational texts, a pre-trained multi-
lingual BERT model was applied, designed to
identify complex words using word-by-word
generated vectors. Although the model’s per-
formance did not outperform other meth-
ods in the ALexS 2020 competition, the ap-
proach stood out for its supervised architec-
ture (Alarcén, Moreno, and Martinez, 2020).

In 2021, a shared SemEval task (Shard-
low et al., 2021) directly addressed the prob-
lem of lexical complexity prediction, building
on previous related work (Shardlow, Cooper,
and Zampieri, 2020b). Currently, the Mul-
tilingual Lexical Simplification Pipeline 2024
challenge presents a new proposal that com-
bines elements of lexical complexity predic-
tion (LCP) and lexical simplification (LS),
extending the approach to the multilingual
domain (Shardlow et al., 2024).

3 Methodology

The dataset used in our experiments is a
newly created corpus called GovAIFE¢, which
is described in the following section. In
our proposed approach, linguistic features ex-
tracted from the texts are combined with
embeddings of the input text. The em-
beddings generated by transformer-based en-
coder models are concatenated with the lin-
guistic features and passed to a final classifi-
cation layer to predict the complexity score
of the target term.

3.1 The GovAIFEc corpus

The GovAIEc? corpus was created as part of
an independent research effort. GovAIFEc is a
contribution to research on the identification
of complex words in state documents in
Ecuador, specifically from public institutions
with the largest number of users. GovAlFEc
is a Lexical Complexity Corpus for span-
ish in Ecuadorian public documents that
offers a collection of 1,500 texts obtained
mainly from two sources: notifications and
instructions for administrative procedures

2GovAlEc - Available at
https://figshare.com/authors/JennyOrtiz/20731154
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that users receive through email or find
on the websites of public institutions.
This corpus has a total of 7,813 identified
complex words and a total of 12,095 annota-
tions which were made by several annotators.

In this paper, we use the corpus to eval-
uate the performance of several large-scale
language models (LLMSs) in predicting lexi-
cal complexity. Words considered “complex”
were selected based on criteria perceived by
the annotators. Although some words may
seem common in general contexts, they were
labeled as complex in specific contexts where
their use was difficult to understand for anno-
tators with basic or intermediate educational
levels. This corpus is essential for two fun-
damental reasons. First, it allows the iden-
tification of terms that are difficult for users
who carry out administrative processes to un-
derstand. Second, it provides a valuable re-
source for the scientific community, allowing
progress in research within the field of Lexical
Simplification in the spanish language. The
complexity metric presented in Table 1 cor-
responds to the scores provided by the anno-
tators during the annotation process, which
reflect the perceived degree of complexity for
each word in its specific context. Note: It
should be noted that words identified and la-
beled by the annotators as complex are in
bold.

Table 1 presents several examples of the
words identified and annotated as complex
in the corpus during the GovAlFc tagging
process.

3.2 Linguistic Features (LF)

Regarding the data set has a combination of
23 LF for each sentence. The linguistic fea-
tures we used as indicators to describe the lin-
guistic properties of texts (Zeng et al., 2024).

To compute the LFs, we consider the 15
features proposed in previews works (Ortiz-
Zambrano and Montejo-Réez, 2021), (Zam-
brano and Montejo-Raéz, 2021) and add 8
features computed from the category counts
of POS for a total of 23 LFs (Ortiz Zam-
brano, Espin-Riofrio, and Montejo Raez,
2023). We indicate these features and some
of the research papers that have also consid-
ered them:

1. The
2021).

absolute frequency (Paetzold,
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Words tagged by the annotators in the texts of the corpus GovAIFEc

ID Sentence Complexity
CNE- La Secretaria General del Consejo Nacional Electoral - CNE [..]
3432 [..] remitir a la Direccién Nacional de Organizaciones Politicas,

que serd la encargada de emitir el informe correspondiente, [..] 0.33
CNT- La CNT EP, no cobrara ningin valor por las reparaciones de los
4334 danos producidos entre la central y la caja de dispersién inclusive

si el dafio se localiza entre la caja de dispersién y el aparato |..] 1.00
ATM- De no haberse efectuado la aprehension del o los vehiculos |..]
0097  [..] el agente fiscal podrd solicitar al Juez de Trénsito disponga las

[..] cautelares pertinentes para la préctica de las mencionadas [..]. 1.00
SRI-  De acuerdo a lo sefialado en el Cédigo Tributario Articulo 153
7274 (Plazos para el pago), el porcentaje para el pago de la primera cuota

siempre serd del 20% de la obligacién tributaria, por lo que este [..] 0.33
AG- Una vez identificado el bien se procede a la entrega del Parte de
6613  Retiro Temporal, con el que debe acudir a la Ventanilla # 38 [..]

donde le entregan el nimero de expediente para que acuda |..] 0.33

Table 1: Examples of words tagged by the annotators in the texts of the GovAIEc corpus.

10.

11.

12.
13.

14.

. The relative frequency of the target

word.

. The number of characters of the token

(Paetzold, 2021).

. The number of syllables (Shardlow,

2013), (Ronzano et al., 2016), (Shard-
low, Cooper, and Zampieri, 2020a),
(Paetzold and Specia, 2016).

. The position of the target word in the

sentence (Shardlow, 2013), (Ronzano et
al., 2016).

. Number of words in sentence (Shardlow,

2013), (Ronzano et al., 2016).

The Part Of Speech category (Ronzano
et al., 2016).

. The relative frequency of the word before

the token (Paetzold, 2021).

. The relative frequency of the word after

the token (Paetzold, 2021).

The number of characters in the word
before the token (Ronzano et al., 2016).

The number of characters in the word
after the token (Ronzano et al., 2016).

Lexical diversity (Shiroyama, 2022).

The number of synonyms (Mosquera,
2021).

The number of hyponyms (Mosquera,
2021).
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15. The number of hyperonyms (Mosquera,

2021).

16. The number of nouns, singular or mas-

sive.
17.
18.
19.
20.
21.
22.
23.

The number of auxiliaries verbs.
The number of adverbs.

The number of symbols.

The number of numeric expressions.
The number of verbs.

The number of nouns.

The number of pronouns.

The last eight features (from 16 to 23)
are traditional categories of the POS (Part
Of Speech) applied in the investigations of
(Ronzano et al., 2016), (Paetzold and Spe-
cia, 2016), (Desai et al., 2021).

3.3 Evaluation

In this study, to evaluate the performance
of the models on the GovAlIFc¢ corpus, we
used models have been widely used to create
state-of-the-art solutions for numerous tasks,
they are known for their robustness and effec-
tiveness in investigating lexical complexity in
spanish texts, such as XLM-RoBERTa-base
(Agerri and Agirre, 2023), XLM-RoBERTa-~
large (Ortiz Zambrano, Espin-Riofrio, and
Montejo Réez, 2023), RoBERTa-large-BNE
(North et al., 2023a), and bert-base-spanish-
wwm-uncased (Hossain et al., 2024). Runs
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were carried out with each of the models, ap-
plying 30, 50 and 70 epochs. Our strategy fo-
cuses on integrating the 23 linguistic features
of the corpus together with the encodings
generated by the pre-trained models. The
goal is to evaluate whether this combination
provides satisfactory answers to our research
hypotheses. The integration of linguistic fea-
tures involves concatenating them, after ap-
plying min-max scaling, with the embeddings
resulting from the last encoding layer, and
before reaching the classification header.

3.4 Combining LFs with
embeddings

The linguistic vectors are then concatenated
with the text embedding generated by the
Transformer model. For BERT models, the
embedding corresponding to the token [CLS]
is used, while for RoOBERTa models an aggre-
gate embedding is used. Figure 1 graphically
shows the flow of steps involved in the pro-
cess. This visual representation details the
execution of language models, such as BERT
and RoBERTa. The graphic not only pro-
vides an overview of the execution process of
these models, but also highlights the incor-
poration of linguistic features into the model.
This approach seeks to optimize both accu-
racy and effectiveness in the specific task of
predicting lexical complexity.

3.5

We tested with different hyperparameters
and variants of Transformer models. Table
2 presents the hyperparameters that we
apply in the executions of the models. The
Google Colaboratory GPU was used for both
training and evaluation of our system. We
ran runs with different numbers of epochs
(30, 50, 70) to observe the behavior of the
model. This approach allowed us to identify
that, with a higher number of epochs,
the model achieved better performance,
without falling into overfitting. We used
an initial learning rate based on standard
recommendations for large language models
(LLMs) and dynamically adjusted this value
during training. We selected the batch size
based on hardware limitations and training
stability, prioritizing a value that allowed ef-
ficient training without compromising model
convergence. For other hyperparameters,
such as the number of layers or attention
heads, we wuse predefined configurations

Training configuration
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based on the selected model architecture

(e.g.  BERT, GPT, etc.), as these are
typically optimized for general natural
language processing tasks. The Trans-

former models were implemented using the
versions available in the huggingface library>.

Hyperparameter Setup
Learning rate 5-107°
per_device_train_batch_size 32
per_device_eval_batch_size 32
epochs 50
nn.Dropout 0.5
evaluation_strategy 50
logging_strategy 50
input size 768

Table 2: hyperparameter settings.

Table 3 provides a detailed description of
the different models used in the study, in-
cluding their key configurations such as the
number of layers, hidden size, self-attention
heads, and the total number of parameters.
This table aims to improve the readability
and understanding of each model’s architec-
ture, facilitating a clearer comparison of their
specifications and helping to contextualize
their performance in the evaluation.

4  Experiments

In this section we describe the architecture
used, the hyperparameters tuned, the opti-
mization strategies applied, and the approach
implemented that support the execution and
training of the models. To improve the iden-
tification of complex words, we implement
a strategy that combines linguistic features
(such as word frequency, sentence length, and
syntactic density) with embeddings gener-
ated by language models (LLM). This combi-
nation allows capturing both the explicit in-
formation provided by the linguistic features
and the semantic context captured by the em-
beddings. The results show that this strategy
significantly improves the model’s ability to
identify complex words, as it takes advantage
of the complementarity of both sources of in-
formation.

The computed linguist features were nor-
malized with a Min-Max transformation be-
fore being passed to the learning algorithm.
The goal of this transformation is to ensure

3https://huggingface.co/docs/transformers/index
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Figure 1: Linguistic feature integration.
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Model Layers | Hidden | Self-Attn. Total
Size Heads | Params

BERT-base (BETO)

(Devlin et al., 2019) 12 768 12 110M

BERT-large

(Devlin et al., 2019) 24 1024 16 335M

RoBERTa-large-BNE
(Gutiérrez-Fandifio et al., 2021b) - - - -
XLM-RoBERTa-base

(Conneau et al., 2020) 12 768 12 125M
XLM-RoBERTa-large
(Conneau et al., 2020) 24 1024 16 335M

Table 3: Model Descriptions and Parameters.

that all features are normalized to the same 4.1 Using encoders for lexical
scale in the range [0, 1]. For this, first, the complexity prediction
standardized value X4 is computed for these

linguistic vectors in the training set: Fine-tuning was performed following the pro-

cess shown below (see also Figure 1):

1. The sequence input was augmented with

X — Xunin the target term for which the complex-

Xsta = Xonox — Xoin (1) ity estimate is determined. This term is
placed after a [SEP] token.

2. Once the sequence input passes through

We split the data into two sets: 80% was the encoder (BERT or XLM-RoBERTa),
used for model training and the remaining the sentence embedding was concate-
20% was used for evaluation. The batch size nated with a Max-Min normalized ver-
during model training was 32 samples. sion of the linguistic features.
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3. The resulting vector was fed into the
classification layer.  This layer is a
normal dense layer for BERT. In the
case of XLM-RoBERTa, the classifica-
tion header is composed of a pair of
dense layers prepended with a dropout
layer and an activation layer tanh after
the first dense layer.

Therefore, the entire network can be fine-
tuned even if linguistic features are injected.
The best performance of the model was fine-
tuned with a batch size of 32 for 50 epochs,
a learning rate of 5-107° and the AdamW
optimization algorithm. The results obtained
are shown in Table 4.

4.2 Results

Table 4 presents the performance of various
configurations of the deep language models
with or without LF. Our goal in the eval-
uation stage is to comprehensively analyze
the model’s performance in terms of accuracy
(MAE), sensitivity to large errors (MSE),
and a combination of both (RMSE). Fur-
thermore, these are standard metrics in re-
gression tasks and have been widely used in
the related literature (North, Zampieri, and
Shardlow, 2023), which facilitates the com-
parison of our results with other studies.

In this research, it has been shown how
the inclusion of linguistic features and the in-
crease of epochs substantially improves the
LCP, even for smaller models such as XLM-
RoBERTa-base. The addition of LF helped
to significantly reduce errors in different met-
rics, showing that these features provide com-
plementary information to the model. Using
linguistic features and encodings from pre-
trained models seemed to consistently im-
prove the results. The performance gain
seems to be related to the model along
with the number of epochs. Based on run-
ning different models and combinations of
data, with a MAE = 0.1551 on the span-
ish GovAlEc corpus, the best performance
was obtained using the fine-tuned version of
the spanish BERT model (bert-base-spanish-
wwm-uncased) along with linguistic features.
With a MAE = 0.1575, fine-tuning BERT
was again the best choice, but only if linguis-
tic features are introduced into the model,
although we can notice that the number of
epochs is lower this time (epoch=20).

Table 4 presents the results of running
deep learning models for prediction tasks,
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evaluated using the MAE. The table is or-
ganized by the number of training epochs for
each model.

4.3 Comparison

Using LF together with BERT (bert-base-
spanish-wwm-uncased) achieved the best re-
sults with a MAE = 0.1551 and RMSE =
0.229, showing that this model, in combi-
nation with linguistic features, is the most
robust in terms of accuracy and stability.
XLM-RoBERTa-base and RoBERTa-large-
BNE show less consistent behavior, present-
ing larger fluctuations in MAE and RMSE;,
which could be related to a lower ability to
take advantage of the introduced linguistic
features or to overfitting derived from their
larger size. For all models, an increase in the
number of epochs is not always a guarantee of
an improvement in the metrics. For the case
of bert-base-spanish-wwm-uncased with the
LF it reaches its best performance in terms
of MAE and RMSE at 30-50 epochs, while
70 epochs leads to a deterioration in perfor-
mance.

In Figure 2 we observed that models with
a higher number of epochs (50 and 70) do
not always achieve significant improvement,
implying that the models could be reaching
their optimization limit with fewer epochs.

The BERT model for Spanish (bert-base-spanish-wwm-
uncased) according to the number of epochs using MAE
metric

Figure 2: Model performance when inte-
grating linguistic features and increasing the
number of training epochs.

5 Discussion

This study is compared to previous work
that applies a similar approach based on pre-
trained models, such as BERT, but in a dif-
ferent domain. A detailed comparison with
similar research conducted in other contexts
is then presented. Although the method used
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# Epochs | Model MAE | MSE | RMSE
50 bert-base-spanish-wwm-uncased + LF | 0.1551 | 0.0584 | 0.242
20 bert-base-spanish-wwm-uncased + LF 0.1575 | 0.0565 | 0.238
30 bert-base-spanish-wwm-uncased + LF 0.1585 | 0.0526 | 0.229
50 bert-base-spanish-wwm-uncased 0.1604 | 0.0602 | 0.245
30 bert-base-spanish-wwm-uncased 0.1627 | 0.0598 | 0.245
70 bert-base-spanish-wwm-uncased 0.1628 | 0.0631 | 0.251
30 XLM-RoBERTa-base + LF 0.1694 | 0.0585 | 0.242
20 RoBERTa-large-BNE + LF 0.1992 | 0.0582 | 0.241
50 XLM-RoBERTa-large + LF 0.2033 | 0.0543 | 0.233
70 XLM-RoBERTa-large + LF 0.2047 | 0.0695 | 0.264
70 RoBERTa-large-BNE + LF 0.2058 | 0.0518 | 0.228
50 XLM-RoBERTa-base + LF 0.2062 | 0.0531 | 0.230
70 XLM-RoBERTa-base + LF 0.2072 | 0.0532 | 0.231
30 RoBERTa-large-BNE + LF 0.2095 | 0.0548 | 0.234
30 XLM-RoBERTa-large + LF 0.2099 | 0.0545 | 0.233
20 XLM-RoBERTa-base + LF 0.2099 | 0.0549 | 0.234
20 XLM-RoBERTa-large + LF 0.2130 | 0.0553 | 0.235
50 XLM-RoBERTa-base 0.2136 | 0.0560 | 0.237
50 RoBERTa-large-BNE + LF 0.2137 | 0.0556 | 0.236
50 XLM-RoBERTa-large 0.2145 | 0.0577 | 0.240
30 XLM-RoBERTa-large 0.2159 | 0.0567 | 0.238
30 RoBERTa-large-BNE 0.2160 | 0.0566 | 0.238

Table 4: Final Results of Language Models for Lexical Complexity Assessment in the GovAIFc

Corpus.

in both cases is the same, the differences in
the results can be explained by factors such
as the inherent difficulty of the domain of
Ecuadorian government texts or variations in
the quality and characteristics of the data
sets used for training. Despite these differ-
ences, the behaviors observed in both studies
are comparable, suggesting that although the
context and data vary, the model maintains
its ability to address lexical complexity tasks
in different domains with consistent results.

In the context of this study, the BERT
model stands out as the best model compared
to the other approaches evaluated, both in
terms of prediction accuracy and adaptabil-
ity to different domains. With an MAE =
0.1323 on the academic domain corpus, fine-
tuned BERT showed superior performance,
especially when trained specifically on a cor-
pus with academic domain texts. This ca-
pability suggests that BERT has managed
to effectively capture linguistic particularities
and lexical complexity patterns in specialized
texts, highlighting its generalization capacity
for lexical complexity prediction tasks in an
academic context (Ortiz-Zambrano, Espin-
Riofrio, and Montejo-Réez, 2024).

299

The results obtained highlight the influ-
ence of domain and linguistic characteris-
tics on the performance of BERT-based mod-
els when tackling specific prediction tasks in
spanish. In the academic domain corpus,
the BERT model achieved a MAE = 0.1323,
suggesting a high capacity of the model to
capture the linguistic complexities of spe-
cialized texts. In contrast, when additional
linguistic features were integrated into the
BERT model trained with general spanish
data, the MAE increased to 0.1361 (Ortiz-
Zambrano, Espin-Riofrio, and Montejo-Réez,
2024). On the other hand, when adjusting
the BERT model with a dataset from pub-
lic institutions, the performance decreased
slightly, with a MAE = 0.1551, probably due
to the greater stylistic and semantic variabil-
ity in these texts.

When comparing the results obtained
with the XLM-RoBERTa-large + LF model
trained on a legal corpus, which achieved a
MAE = 0.1338 after 50 epochs (Ortiz Zam-
brano, Espin-Riofrio, and Montejo Raez,
2023), with the values previously reported
for the BERT model tuned in other domains,
notable differences emerge that highlight the
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impact of the corpus domain and the integra-
tion of linguistic features. For example, in the
academic domain, BERT obtained a MAE =
0.1323, slightly higher than the performance
of the model tuned on the legal corpus. How-
ever, the same BERT model tuned on data
from public institutions achieved a MAE =
0.1361, which puts it at a disadvantage com-
pared to XLM-RoBERTa-large + LF in the
legal domain.

The results obtained indicate that, al-
though the model shows positive perfor-
mance in the lexical simplification of texts
from Ecuadorian public institutions, it is es-
sential to determine the appropriate number
of training epochs to avoid overfitting. This
adjustment must be done cautiously, since an
excessive number of epochs can lead to the
model overfitting the training data, losing its
ability to generalize to new texts. Thus, it
becomes essential to find a balance that al-
lows the model to learn effectively without
compromising its ability to adapt to unseen
contexts.

The model’s performance varies with the
corpus domain and configurations, yet the in-
tegration of linguistic features proves highly
effective for tasks requiring in-depth language
analysis. This approach enhances accuracy
and capability in identifying complex words,
demonstrating its strategic value for natural
language processing systems. Overall, BERT
remains the best model in this study due
to its ability to efficiently adapt to differ-
ent domains and datasets, and its superior
performance in terms of prediction accuracy,
especially in the government domain (table
4). Although other models such as XLM-
RoBERTa and RoBERTa show competitive
performance, BERT has managed to stand
out, highlighting its effectiveness as a refer-
ence model for lexical complexity prediction
tasks in specific natural language contexts.

6 Conclusions

A series of experiments have been carried out
to test the convenience of combining Trans-
formers model encodings with linguistic fea-
tures traditionally used in lexical complexity.
Our approach takes advantage of the combi-
nation of advanced NLP techniques by apply-
ing the variants of Transformers-based deep
learning models: BERT, RoBERTa. The
dataset is composed of features of different
nature: linguistic and encodings.
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Several combinations of features were
tested to measure the actual contribution of
each potential set of features.

We can summarize the main contributions
as follow:

1. A comprehensive set of experiments was
performed to test the suitability of com-
bining transformer encodings with lex-
ical features traditionally used in com-
plex word identification.

2. Some relevant findings were extracted:
(a) fine-tuning with the word to be an-
alyzed in the input sequence as a sep-
arate fragment leads to better results,
(b) Overall, fine-tuning the monolingual
versions of BERT yielded better results
compared to the other models.

It is important to highlight that for a
correct model performance the number of
epochs directly influences how the model
learns and generalizes, and even determining
the optimal number of epochs is important,
as the fine-tuning process leads to superior
performance, mitigating the risk of overfit-
ting as it becomes essential to obtain good
results (Jebali et al., 2024). However, deep
learning models operate as a black box, so
understanding how linguistic features com-
plement deep features requires working on
the explainability of the deep model itself,
as Transformers can encode information
related to syntax, dependencies, grammar,
gender, negation, semantics, among others,
within its layers. The wealth of knowledge
present in transformer-based models can help
extract complementary clues to contextual
complexity (Paetzold, 2021).

7 Feature work

It is clear that further studies are needed on
integrating linguistic features into deep learn-
ing models. We plan to investigate which lin-
guistic features bring additional information
to the network by performing ablation tests,
introducing these features incrementally into
the newly implemented end-to-end approach.
New features, selection strategies, and trans-
formation methods could also be explored.
We believe that optimizing the network pa-
rameters by taking these external features
into account could significantly improve its
performance.
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