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Abstract: Ambiguity resolution, particularly in addressing lexical phenomena
such as polysemy, has been a long-standing challenge in NLP. From a computa-
tional point of view, this problem has traditionally been tackled through tasks such
as word sense disambiguation and, more recently, with the appearance of Word-in-
Context (WiC) datasets, which tackle polysemy resolution as a binary classification
problem. These datasets play a crucial role in evaluating the lexical capabilities
of vector models, but their availability is limited to only a few languages, creating
a significant disadvantage for varieties lacking such resources. This paper intro-
duces WiC datasets for Galician and Spanish, addressing the gap in the research on
lexical ambiguity resolution for these languages. The datasets have a total of 4,300
instances, and their creation has followed the guidelines of the original English WiC.
Besides introducing the datasets, we present a systematic evaluation of monolingual
and multilingual transformer models across layers, exploring aspects such as data
overlap, rogue dimensions, and cross-lingual transfer. The results reveal that (i)
monolingual and multilingual models have comparable accuracy, (ii) vector normal-
ization has little effect on the models’ performance, and (iii) cross-lingual transfer
between Galician and Spanish is not effective. Among the evaluated models, Llama
3.2 seems to be the most effective at solving the task.

Keywords: word-in-context, lexical ambiguity, language models.

Resumen: La resolucion de la ambigiiedad, sobre todo al abordar fenémenos léxicos
como la polisemia, ha sido un reto de gran tradiciéon en el PLN. Desde un punto
de vista computacional, este problema ha sido tradicionalmente abordado mediante
tareas de desambiguacién del sentido de las palabras y, més recientemente, con la
aparicion de los conjunto de datos WiC, que abordan la resoluciéon de la polisemia
como un problema de clasificacion binaria. Estos recursos desempenian un papel
crucial en la evaluacién de las capacidades 1éxicas de los modelos vectoriales, pero
su disponibilidad se limita a unas pocas lenguas, lo que supone una desventaja
significativa para las lenguas que carecen de tales recursos. Este trabajo presenta
datasets en formato WiC para gallego y espanol, abordando el vacio existente en
la investigacién de la resolucién de la ambigiiedad 1éxica para estas lenguas. Los
datasets estan formados por un total de 4.300 instancias, y su creacién ha seguido las
directrices del WiC original en inglés. Adema&s de presentar los conjuntos de datos,
presentamos una evaluacién sistemédtica de los modelos transformer monolingiies y
multilinglies entre capas, explorando aspectos como el solapamiento de datos, las
dimensiones anémalas y la transferencia entre lenguas. Los resultados revelan que
(i) los modelos monolingiies y multilingiies tienen una precisién comparable, (ii) la
normalizacién vectorial tiene poco efecto en el rendimiento de los modelos, y (iii) la
transferencia inter-lingiifstica entre el gallego y el espanol no es efectiva. En relacién
a los modelos evaluados, Llama 3.2 parece el mas efectivo resolviendo la tarea.
Palabras clave: word-in-context, ambigiiedad léxica, modelos de lenguaje.
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1 Introduction

One of the defining characteristics of natu-
ral languages is their ambiguity, particularly
lexical ambiguity (Cruse, 1986). The recog-
nition and resolution of lexical ambiguity is
an intrinsic aspect of human communica-
tion, where speakers continually seek to nav-
igate and mitigate any potential misinterpre-
tations that may arise from this phenomenon
(Tuggy, 1993). From a computational per-
spective, it presents a significant challenge
for language models attempting to emulate
human language understanding (Aina, Gu-
lordava, and Boleda, 2019; Liu et al., 2023).

Among the different types of lexical am-
biguity, polysemy (and homonymy) are wor-
thy of particular mention. We can define
them as a word form having multiple mean-
ings depending on their context (Apresjan,
1974). To illustrate, the word arma (literally
‘weapon’) in Galician can have (at least) two
distinct meanings: (i) large but transportable
armament, and (ii) a means of persuading
or arguing (Guinovart, 2011). Effective lan-
guage models must be able to differentiate
between these two meanings in context.

Lexical ambiguity resolution is a well-
established problem with a long tradition in
NLP, addressed primarily through tasks like
Word Sense Disambiguation (WSD) (Agirre
and Edmonds, 2007), where a model links
a word-in-context to a synset in a lexi-
cal database, predominantly WordNet (Fell-
baum, 1998). However, and despite the re-
cent advances in language modeling, lexical
ambiguity continues to present a significant
challenge for linguistic technologies, partic-
ularly in the context of automatic and un-
supervised approaches, and it is essential for
different tasks such as machine translation,
language understanding, or generation (Nav-
igli, 2009; Loureiro et al., 2021; Liu et al.,
2023; Ortega et al., 2024).

In recent times, tasks such as WiC (Pile-
hvar and Camacho-Collados, 2019) have ap-
proached lexical disambiguation as a binary
classification problem, whereby a given form
is observed to occur in two distinct contexts,
in which it may or may not have the same
meaning (see Table 1). This dataset has be-
come a reference for the evaluation of lexical
capabilities of vector space models, as evi-
denced by its inclusion in benchmarks such
as SuperGLUE (Wang et al., 2019), and by
its adaptation to other languages (Raganato

306

et al., 2020; Bouma, 2024).

F | Justify
margins
T | Aur pollution

the | The end justifies the
means
Open a window and

let in some air

Table 1: Example of a false (F) and a True
(T) pairs from the original WiC (Pilehvar
and Camacho-Collados, 2019) (target word
in italics).

However, creating WiC-like datasets de-
mands significant time and resource in-
vestment for compilation, organization, and
revision. As a result, not only do
under-resourced languages —like Galician—
lack such datasets, but even languages
with greater research attention —such as
Spanish— still do not have WiC datasets
available for evaluating language models in
this task.

Taking the above into account, this pa-
per introduces two novel WiC-like datasets
for Galician and Spanish, developed in adher-
ence to the original format, and utilizing Gal-
net (Guinovart, 2011) and SemCor (Miller et
al., 1993) data. The Galician dataset is com-
prised of 3,300 instances, while the Spanish
dataset contains 1,000 entries.

These datasets are used to systemati-
cally evaluate performance of monolingual
and multilingual transformer models across
their hidden layers, encompassing both en-
coder and decoder architectures, in Galician
and Spanish. Furthermore, we explore the
impact of seeing words during training (i.e.,
whether the model better solves instances in
which the target word has been seen in train-
ing), the influence of rogue dimensions in
the vector space (Timkey and van Schijndel,
2021), and cross-lingual transfer by means of
using Galician data to train Spanish models.

As it will be showed in the results, the size
of the models is not a determining factor in
lexical disambiguation capabilities, and the
cross-lingual transfer negatively affects per-
formance. Regarding rogue dimensions, nor-
malizing the vector space seems to have little
to no noticeable impact on performance.

In sum, this paper contributes with two
new datasets for Galician (GL) and Span-
ish (ES), which will be published under free
licenses.!  Additionally, it presents a sys-
tematic analysis of state-of-the-art models

"https://github. com/mrtva/wic-pln-2025
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for these languages, establishing an initial
benchmark for future evaluations of novel
methods aimed at resolving lexical ambigu-
ity in Galician and Spanish.

Section 2 reviews previous studies of lex-
ical ambiguity and the creation of WiC
datasets. Section 3 describes the process
of creating Galician and Spanish datasets.
Then, Section 4 details the experiments con-
ducted and discusses the results. Finally,
Section 5 concludes this study and outlines
potential directions for future research.

2 Related work

Princeton WordNet (Fellbaum, 1998) serves
as the primary repository for word senses
in NLP, and is the foundation for most
datasets and evaluation frameworks used
for WSD, alongside BabelNet (Navigli and
Ponzetto, 2012) and Wiktionary (Bevilacqua
et al., 2021; Raganato, Camacho-Collados,
and Navigli, 2017). This database of seman-
tic relations groups words into synsets (syn-
onym sets) and links them to other words ac-
cording to their shared meaning, so a word
can belong to multiple synsets, each rep-
resenting a different meaning. The struc-
tured format of WordNet makes it particu-
larly well-suited for the creation of WSD and
WiC datasets, as its provides a well-defined
inventory of word senses and semantic rela-
tionships.

Concerning Galician, resources including
this language are scarce (e.g., the small sub-
set of the XIL-WSD dataset (Raganato et al.,
2020)), or are focused on different seman-
tic phenomena, such as the resources pre-
sented by Garcia (2021), designed for eval-
uating homonymy and synonymy.

Regarding the performance of language
models in lexical ambiguity, contextualized
models are effective in identifying homonyms
and distinguishing between meanings (Apidi-
anaki, 2022). However, when the contexts are
similar, the accuracy of the results decreases,
due to the fine-grained distinctions (Loureiro
et al., 2020; Garcia, 2021).

For Spanish, recent research has explored
the performance of pre-trained language
models on lexical semantic tasks (Gari Soler
and Apidianaki, 2021; Garcia, 2021; Riviere,
Beatty-Martinez, and Trott, 2024). However,
to the best of our knowledge, there is no WiC-
like dataset for this language.
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2.1 Word-in-Context datasets

The original English dataset was developed
to evaluate context-sensitive word repre-
sentations (Pilehvar and Camacho-Collados,
2019). Specifically, the aim was to assess
how models interpret the diverse meanings
of a word, without relying on predefined in-
ventories (Navigli and Ponzetto, 2012). In
this binary classification task, a target word
w (either a verb or a noun) is presented in
two different contexts (cI and ¢2), which
have been assigned specific meanings for the
target word w. The objective is to as-
sess the capacity of vector models to as-
certain whether both word’s meanings are
the same or not. To construct the origi-
nal WiC dataset, WordNet, Wiktionary and
VerbNet (Kipper Schuler, Korhonen, and
Brown, 2009) were used. In the case of XL-
WiC (Raganato et al., 2020), by incorporat-
ing different language-specific WordNets.

Following the original version, other
Word-in-Context datasets were created: (i)
the multilingual XL-WiC (Raganato et
al., 2020); (ii) the cross-lingual MCL-WiC
(Martelli et al., 2021) or (iii) the Mirror-WIC
(Liu et al., 2021a). In addition, other mono-
lingual datasets such as Swe-WiC (Bouma,
2024), WiC-ITA (Cassotti et al., 2023) or
the Danish Word-in-Context (Pedersen et al.,
2024) dataset were also released. Further-
more, other tasks were designed based on the
same format, such as AM2ICO (Liu et al.,
2021b), a binary classification between En-
glish and other 14 languages where each in-
stance has the target word and a context in
English and the target languages or the WiC-
TSV (Breit et al., 2021), created to evalu-
ate models in target sense verification tasks.
Galician and Spanish have not been part of
these datasets, due to insufficient data for
their creation. Specially for Galician, the
number of resources and datasets created for
lexical disambiguation tasks and model eval-
uation is scarce (Garcia, 2021). Therefore,
the creation of these datasets addresses the
limitation of available resources, and provides
comprehensive datasets for the assessment of
lexical ambiguity in these languages. Conse-
quently, it contributes to the assessment and
potential improvement of vector models for
both Galician and Spanish.
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3 Building the Galician and
Spanish WiC datasets

Here we outline the methodology employed
for the retrieval of sentences and the con-
struction of both datasets.

3.1 Galician WiC

We use the Galician WordNet, Galnet
(Guinovart, 2011), as a basis for the Galician
WiC. However, as its size is relatively limited
—with only approximately 4,500 entries—, it
was essential to develop additional method-
ologies to collect the necessary sentences for
the dataset creation.

3.1.1 Data construction

The use of WordNet for this dataset is valu-
able because of the complete range of pre-
cise meanings. To illustrate, the Galician
word mancha has ten distinct meanings, each
one associated with a different synset. These
meanings encompass a number of related con-
cepts, including the following: (i) a small
contrasting part of something, (ii) a blemish
made by dirt, (iii) an irregularly shaped spot,
and (iv) a mark or flaw that spoils the ap-
pearance of something.?

Sentence extension and extraction:
The sentences that comprise this dataset
were obtained via a multi-step process. In the
initial stage of the process, all available Gali-
cian examples were extracted from Galnet,
amounting to approximately 4,000. However,
this number was insufficient for the creation
process, as most examples were isolated in-
stances of the target word. We opted to de-
vise a methodology to augment the number
of sentences, we translated all the English
(around 20,000) and Spanish (1,200) exam-
ples that belong to a synset with a Galician
word using a state-of-the-art neural machine
translator (Gamallo et al., 2023). After-
wards, all the sentences were lemmatized to
verify that the translated sentences contained
the Galician word from the respective synset.
Additionally, we expanded the resource by
also translating WordNet English sentences
whose target word did not exist in Galician
with the same synset, resulting in approxi-
mately 20,000 examples. In these cases, we
utilized bilingual word embeddings as proba-
bilistic dictionaries to identify potential new

*https://ilg.usc.gal/galnet/galnet . php?
version=dev\&lingua=GL\&variante=mancha\
&compara=comeza\&lg=gl
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Galician words. We included in the final
dataset those cases in which a word trans-
lation provided by the bilingual word embed-
dings also appear in the sentence translation,
resulting in around 13,000 sentences from En-
glish and 600 from Spanish. A random subset
of 1,600 coincidences was reviewed by native
speakers with background in Linguistics, re-
sulting in a 98% success rate, ensuring the
high quality of the translations at both word
and sentence level. A detailed explanation of
this process can be found at (Vazquez Abuin
and Garcia, 2024).

3.1.2 Filtering

We obtained around 17,500 sentences before
applying a filtering process. We compiled
the three sets (train, dev and test) following
the restrictions outlined in the original WiC
(Pilehvar and Camacho-Collados, 2019) with
minor modifications: (i) not having more
than three instances for the same target word
in each set, (ii) not having the same sen-
tence more than once, (iii) for the negative
instances, not belonging to the same super-
sense?, and (iv) to not have less than a 0.3
Levenshtein distance between the two con-
texts, trying to avoid similar sentences. Ad-
ditionally, we ensured that the number of
true and false instances was balanced across
all the sets. Test data was manually reviewed
to ensure the quality of the instances.

3.2 Spanish WiC

The Spanish dataset comprises 1,000 in-
stances, with 200 instances designated for
development and 800 for training. Its cre-
ation relies on two sources: The extraction of
Spanish examples from MCR 3.0 (Gonzalez-
Agirre, Laparra, and Rigau, 2012), and
the translated SemCor utilized in XL-WSD
(Pasini, Raganato, and Navigli, 2021).

The MCR 3.0 (Gonzalez-Agirre, Laparra,
and Rigau, 2012) for Spanish contains ap-
proximately 1,200 sentence examples, but
these are limited to adjectives, which are not
enough for the dataset creation. To address
this limitation, we decided to use the sense
inventory of SemCor translated to Spanish
used for the XL-WSD (Pasini, Raganato, and
Navigli, 2021). From this translated Sem-
Cor, we extracted the lexical forms associ-
ated with more than three synsets, result-
ing in over 17,000 sentences. The pruning

Shttps://wordnet.princeton.edu/
documentation/lexnames5wn
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Target Word | Label Sentence 1 Sentence 2
apel P a idea de que unha oficina 16 I 007
pap funcione sen papel é absurda cal € 0 set papel No equIpo:
aceptable T as actuacions varian entre niveis de radiacién aceptables
aceptables a excelentes

Table 2: Examples of the Galician WiC. Each row is an instance containing a target word
appearing in two sentences (in italics). Each instance is labeled as True if the word conveys the
same meaning in both sentences, and False if it conveys a different meaning. Column indicating
the POS-tag of the target word is not shown. Translations can be found in Table 8 (Appendix A).

and filtering of the dataset followed the same
methodology used for the Galician dataset.
The constraints were as follows: (i) no more
than three instances of the same word, (ii)
each sentence has to be limited to a single
occurrence, and (iii) for negative splits, those
that are part of the same supersense should
be excluded. As was done for Galician, the
1,000 instances were manually reviewed to
ensure their quality.

3.3 Statistics

Table 3 shows the statistics of Galician and
Spanish sets with the information of the num-
ber of instances, unique words, and part of
speech. The size of available datasets using
WordNet is between 7,500 for English and
400 for Estonian (Raganato et al., 2020).

Splits | Inst. Unigq. V N R A
Train | 1500 1187 271 454 7 768
Dev 400 278 71 113 7 209
Test | 1400 905 274 536 13 577
Dev 200 190 46 104 2 48
Test 800 641 168 451 4 177

Table 3: Size of Galician (top) and Spanish
(bottom) splits. Inst. refers to the number
of instances, and Unig. to the unique words.
The information about POS is also included:
V refers to the number of verbs, N to nouns,
R to adverbs and A to adjectives.

4  FEvaluation

This section outlines the experimental setup,
details the methodologies employed, and
presents a discussion of the results.

4.1 Experiments

Inspired by the original WiC paper, we con-
duct a series of experiments to explore the off-
the-shelf capabilities of current models, and
to serve as an initial benchmark evaluation
which may serve as a reference point for fu-
ture improvements.
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Models: For Galician, we evaluate four
monolingual models: Both ‘small’ and ‘base’
variants of Bertinho (Vilares, Garcia, and
Goémez-Rodriguez, 2021) and of BERT (Gar-
cia, 2021). For Spanish, we compared BETO
(Canete et al., 2020), Bertin-RoBERTa-base
(De la Rosa et al., 2022), and both vari-
ants (‘base’ and ‘large’) of RoOBERTa-BNE
(Fandino et al., 2022). Additionally, we
also included the following multilingual mod-
els for the evaluation in both languages:
mBERT (Devlin et al., 2019) and XLM-
RoBERTa (‘base’ and ‘large’) (Conneau et
al., 2020) as encoders, and Llama 3.2 (1B)
as auto-regressive.*

Method: Following Wang et al. (2019), we
trained simple logistic regression classifiers
which take as input the concatenated vec-
tors of each target word in a pair, i.e., the
word contextualized in both sentences (see
examples in Table 2). To explore the impact
of the contextualization process across lay-
ers, we trained a classifier for each layer of
each model. For Galician, we only used the
‘train’ split, while for Spanish we compared
the performance of models trained with the
‘dev’ set, with the Galician training data, and
with both datasets. Word vectors were ex-
tracted using the minicons library (Misra,
2022)5, which takes advantage of the models
provided by HuggingFace’s Transformers.”

Baselines: We compared the results of the
LMs to two baselines based on cosine sim-
ilarity threshold: For transformer models, a
simple threshold-based classifier that uses the
cosine distance between the contextualized
vectors of the target word in both sentences,
with steps of 0.02. Second, and for static
vectors the same threshold approach using

‘https://huggingface.co/meta-1lama/
Llama-3.2-1B

“https://github.com/kanishkamisra/minicons

Shttps://github.com/huggingface/
transformers
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sentence-level embeddings obtained by aver-
aging the word vectors.” In both cases, and
at each 0.02 step, we classified an instance as
True if the cosine similarity was higher than
the threshold, and False otherwise.

It is worth noting that transformer models
tend to produce anisotropic spaces (Godey,
Clergerie, and Sagot, 2024; Machina and
Mercer, 2024), and that a few rogue dimen-
sions seem to dominate similarity measures
(Timkey and van Schijndel, 2021). There-
fore, we compare —both in the logistic clas-
sifiers and in the threshold-based baselines—
the performance of the original vectors ex-
tracted from the models (dubbed COS the
cosine similarity thresholds, and EMB the
logistic classifiers trained with embeddings)
to normalized vectors using the z-score stan-
dardization (NORM) as proposed by Timkey
and van Schijndel (2021).

4.2 Results

We present the results of the experiments
conducted to evaluate the performance of
the language models on the lexical ambigu-
ity task for the original embeddings (the de-
tailed results comparing with the normalized
embeddings are provided in Appendix A).

4.2.1 Galician results

The results of the Baseline experiments are
summarized in Table 4. The Bertinho-small,
Bertinho-base, and XLM-large models ex-
hibited the highest performance among the
tested models, achieving an accuracy of 0.66
at medium thresholds, surpassing the original
WiC benchmark (0.638).

In terms of model performance, Table 5
shows the accuracy of the logistics classifiers
using both the original (EMB) and the nor-
malized (NORM) embeddings, respectively.
The results demonstrate that models with a
larger number of hyperparameters, such as
Llama 3.2 1B, exhibit enhanced performance
in both configurations. Nevertheless, smaller
models, such as BERT-small or Bertinho-
small, demonstrate comparable accuracy, ex-
hibiting a performance very similar to that of
the larger and more complex models. Con-
cerning the normalized vectors, there is also
no notable difference in the results.

Figure 1 illustrates the performance of
small models across layers, demonstrating

"For both Galician and Spanish, we used the offi-
cial CC models provided by fastText (Grave et al.,
2018).
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Model Acc. Thr. Layer
Bertinho-small | 0.66 0.44 6 (C)
Bertinho-base | 0.66 0.52 9 (C)
BERT-small | 0.64 0.64 6 (C)
BERT-base | 0.63 0.56 9 (N)
mBERT 0.63 0.78 8 (C)
XLM-base 0.61 050 9 (N)
XLM-large 0.66 046 18 (N)
Llama 32 1B | 0.60 0.74 7 (C)
FastText 0.54 070 —(N)

Table 4: Baseline results for Galician. Thr.
refers to the cosine similarity threshold, and
Acc. to the accuracy. Layer includes, be-
sides the transformer layer, whether it uses
the Cosine from the original vector or the
Normalized one.

EMB NORM
Model Acc. L. | Ace. L.
Bertinho-small | 0.77 4| 0.77 4
Bertinho-base 0.78 89| 0.78 &89
BERT-small 0.78 4-5| 0.77 3-5
BERT-base 0.78 91 0.79 10
mBERT 0.78 51 0.79 5
XLM-base 0.80 12| 0.79 12
XLM-large 0.79 12| 0.78 11
Llama 3.2 1B 0.81 5| 0.81 5

Table 5: Summary of the performance com-
parison using original EMB and normalized
NORM embeddings. Acc. refers to the accu-
racy and L to the layer. For cases with more
than one layer with the same accuracy, both
layers are represented with a hyphen.

that the highest accuracy is consistently
achieved between layers 3 and 5, indicating
that these smaller models generate their most
effective embeddings at intermediate layers.
For the 12-layer models, Figure 2 illustrates
that the performance remains relatively sta-
ble from layer 4 onward, with no noticeable
drop in performance in the final layers. Ad-
ditionally, for larger models, Figure 3 shows
that the peak accuracy is reached in the mid-
dle layers, with Llama 3.2 1B achieving its
highest performance at layer 5. However,
there is a gradual decline in performance in
the upper layers.

In sum, the results suggest that model size
does not significantly affect performance and
smaller models demonstrate accuracy compa-
rable to larger models. Regarding the layers,
regardless of the size of the models, the in-
termediate layers provide the most effective
accuracy.
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Figure 2: Accuracy across 12-layer models in Galician using original embeddings.
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Figure 3: Accuracy across layers for large models in Galician using original embeddings.

Regarding the impact of words encoun-
tered during training on subsequent perfor-
mance, we followed the approach of previ-
ous research (e.g., XL-WiC) to assess this
effect. The hypothesis is that words in the
test set that were seen during training (in
different sentences) may be easier to disam-
biguate. As illustrated in Figure 4, the dis-
ambiguation performance of words seen dur-
ing training (Seen) is better than those new
(Unseen) words, where the XLM-base model
achieves an accuracy of 0.85, representing the
highest level within that category. However,
in both the total (All) and the unseen cat-
egories, no clear differences were observed
among the models, except for Llama, whose
results for seen and unseen words are rela-

tively similar.

4.2.2 Spanish results

The results of the Baseline experiments for
Spanish are summarized in Table 6. The
models that demonstrated the most favor-
able performance (0.63) in this experiment
were Beto-base, XLM-large, and XLM-base.
However, these results are inferior to those
obtained with the Galician dataset (0.66)
and original WiC (0.638). The discrepancy
can be attributed to the limited size of the
Spanish development dataset (200 instances),
which was utilized for training, but further
research is needed to understand the causes.

To assess the cross-lingual transfer capa-
bilities of the LMs, three experiments were
conducted with different training data (Ta-
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Figure 4: Accuracy depending on whether the target word was seen or not during the training

for the Galician dataset.

Model Acc. Thr. Layer
BETO-base 0.63 0.66 5 (N)
BERTIN-base 056 0.74 2 (N)

0.58 12 (N)
RoBERTa-base | 0.61 0.42 7 (N)

0.58 10 (N)
RoBERTa-large | 0.60 0.52 12 (N)

0.68 6 (N)
mBERT 060 040 o (N)
XLM-large 0.63 048 21 (N)
XLM-base 0.63 0.56 12 (N)
Llama 3.2 1B 0.57 062 5 (N)
fasttext 054 074 —(N)

Table 6: Baseline results for Spanish. Thr.
refers to the cosine similarity threshold, and
Acc. to the accuracy. Layer includes, be-
sides the transformer layer, whether it uses
the Cosine from the original vector or the
Normalized one.

ble 7 shows the results of the accuracy using
both the original and the normalized embed-
dings, EMB and NORM, respectively).

The initial experiment was carried out to
evaluate the performance of both monolin-
gual and multilingual models when trained
on a limited Spanish dataset (ES column).
In particular, 200 instances from the devel-
opment dataset were utilized. Despite using
only a small amount of training data, the su-
pervised classifiers achieved the best perfor-
mance for some models (e.g., Llama). How-
ever, it is worth noting that in several cases,
the baseline approach outperformed the su-
pervised classifiers. Concerning the mod-
els evaluated, there is no difference between
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monolingual and multilingual models. The
second experiment involved training multilin-
gual models using two sets: Galician train-
ing and Spanish development. However, con-
trary to expectations, this setup led to a
significant drop in performance compared to
the model trained on Spanish data alone
(ES+GL column). This suggests that intro-
ducing Galician and Spanish data in a mul-
tilingual model may have introduced noise
or interference, leading to worse results than
when the model was exclusively trained on
Spanish data. The last experiment aimed
to train multilingual models using only the
Galician training dataset (GL column in Ta-
ble 7). This setup resulted in the worst per-
formance. Concerning the normalized vec-
tors, as in Galician, there is no notable dif-
ference.

Figures 5 and 6 show the evolution of
accuracy along the layers when the Span-
ish train set was used. For the base mod-
els, the results are fairly balanced across the
layers. Nevertheless, in Figure 6 a decrease
is observed from layer 14 onwards, which
then increases in the final three layers for the
RoBERTa-large and XLM-large models.

Finally, Figure 7 shows that, as the obser-
vations made in Galician, the performance of
the words that were used in training (Seen)
have a better disambiguation compared to
those unseen words.

In sum, while the supervised models for
Galician clearly improved upon the baselines,
this was not the case for Spanish, where per-
formance dropped when using cross-lingual
training data.
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ES ES+GL GL

Model EMB NORM EMB NORM EMB NORM

Acc | L | Acc | L Acc [ L [Acc | L Acc [ L Acc | L
BETO-base 0.62 41 0.61 2-3-4 - - - - - - — —
BERTIN-base 0.60 31 0.60 1-3-4 - - - - - - — -
RoBERTa-base 0.62 8 | 0.61 8 - - — — — - —
RoBERTa-large | 0.62 19 | 0.62 0 - - - - - - - -
mBERT 0.60 0] 0.61 0| 0.56 6 | 0.55 0-2 | 0.52 71 0.52 3-4-6
XLM-base 0.60 4-5 | 0.61 10 | 0.57 4| 0.57 4-8 | 0.53 8 | 0.55 8
XLM-large 0.62 19 | 0.62 24 | 0.56 17 | 0.57 22 | 0.52 31 0.53 22
Llama 3.2 1B 0.64 12 | 0.63 7-11-13 | 0.54 41054 412 | 051 2-15| 0.51 1-13-15

Table 7: Summary of the performance comparison for the Spanish dataset using original em-
beddings EMB and normalized embeddings NORM. Acc. refers to the accuracy and L to the
layer. For cases with more than one layer with the same accuracy, all layers are represented

with a hyphen.
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0.6
g 058
—
=
]
<° 0.56
—e— BERTIN-base
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0.52 |- —— m-BERT R
—— XLM-base
0.5 ! ! ! ! ! ! ! . . .
0 1 3 4 5 6 7 8 9 10 11
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Figure 5: Accuracy across layers for base models in Spanish using original embeddings.
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10

12

14 16 18 20 22

Layer

24

Figure 6: Accuracy across layers for large models in Spanish using original embeddings.

5 Conclusions and further work

This paper

introduced Word-in-Context

datasets for Galician and Spanish, designed

to evaluate the lexical capabilities of vector
models in this lexical disambiguation task. In
this study, we conducted a systematic anal-
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Figure 7: Accuracy depending on whether the target word was seen or not during the training

for the Spanish dataset.

ysis of multilingual and monolingual trans-
former models in addressing lexical ambigu-
ity. The results reveal that there is a compa-
rable accuracy in the monolingual and mul-
tilingual models. Additionally, rogue dimen-
sions seem to have little impact on the mod-
els’ performance, and the use of Galician
training data has negative effects on the clas-
sifiers for Spanish. This study highlights the
potential of these datasets for evaluating new
methods for resolving lexical ambiguity in
Galician and Spanish. The datasets will serve
as valuable resources for future research and
model evaluation. Additionally, there is po-
tential for expanding the datasets to other
languages, such as Portuguese, or incorpo-
rating cross-lingual data. In further work,
we plan to extend the cross-lingual transfer
experiments including other languages, and
to perform qualitative analyses on the results
on each language. We aim to leverage the in-
sights gained from this type of analyses to de-
velop more advanced strategies for addressing
lexical ambiguity in language models.
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A Appendix

Target W. | Label Sentence 1 Sentence 2
the idea of an office
withouh paper is absurd

the performances ranged from

acceptable to excellent

paper/role F what is your role in the team?

acceptable T acceptable radiation levels

Table 8: Translation of Table 2.
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Figure 8: Accuracy across layers for small models in Galician, both original and normalized.
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Figure 9: Accuracy across layers for 12-layer models in Galician, both original and normalized.

318



Assessing lexical ambiguity resolution in language models with new WiC datasets in Galician and Spanish

0.8

0.75

Accuracy

—e— XLM-large

—m— XLM-large-norm
—e— Llama 3.21B

—+— Llama 3.2 1B-norm
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