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{lucia.palacios, patricia.martin, elena.montiel, p.calleja}@upm.es

Abstract: This survey addresses the challenges of ambiguity and term variation in
terminology mapping, a critical task for achieving semantic interoperability across
resources within the Linguistic Linked Data paradigm. An analysis of state-of-the-art
techniques is presented, including manual, computational, and hybrid approaches.
Scenarios for terminology mapping are identified: (i) identical terms with similar
definitions, (ii) shared terms with differing definitions, and (iii) distinct terms with
highly similar definitions, and the implications of ambiguity and term variation
across domains are discussed. Finally, we propose future research directions to im-
prove current methodologies, including approaches based on Large Language Models.
Keywords: terminology, lexico-semantic ambiguity, terminology mapping, term va-
riation.

Resumen: Este trabajo aborda los retos que plantean la ambigüedad y la varia-
ción terminológica en la tarea de mapeo de terminoloǵıas, tarea fundamental en la
interoperabilidad semántica entre recursos terminológicos en el marco del paradig-
ma de los Datos Lingǘısticos Enlazados. Presentamos un análisis detallado de las
técnicas más avanzadas, incluidos enfoques manuales, computacionales e h́ıbridos,
en distintos escenarios: (i) términos idénticos con definiciones similares, (ii) térmi-
nos iguales con definiciones distintas, y (iii) términos diferentes con definiciones muy
similares, y además, se analizan las implicaciones de la ambigüedad y la variación
terminológica en distintos dominios de especialidad. Por último, se proponen futuras
ĺıneas de investigación, como los métodos basados en Grandes Modelos de Lenguaje,
para mejorar las metodoloǵıas actuales de mapeo terminológico.
Palabras clave: terminoloǵıa, ambigüedad léxico-semántica, mapeo terminológico,
variación terminológica.

1 Introduction

Linguistic resources play a crucial role in the
development of efficient techniques for Na-
tural Language Processing (NLP) applica-
tions (Besançon et al., 2010; Baylor, Ploe-
ger, and Bjerva, 2023). High-quality structu-
red resources have consistently proven essen-
tial for enabling systems to accurately pro-
cess and comprehend human language (Na-
vigli and Velardi, 2010).

These resources are characterized by their
heterogeneity: each linguistic resource adopts
its own format, structure, and representation
(Vrandečić and Krötzsch, 2014). To address
this diversity, the Linked Data (LD) para-
digm was introduced, establishing practices

and principles for publishing, sharing, and
interconnecting information on the Web (Bi-
zer, Heath, and Berners-Lee, 2009). In the
linguistic domain, this approach is known as
Linguistic Linked Data (LLD).

Heterogeneity is particularly significant in
the case of terminologies, which often adopt
different formats and subject schemas. The-
se inconsistencies hinder semantic interope-
rability, highlighting the need for LLD to in-
tegrate resources and unify shared concepts
(McCulloch, Shiri, and Nicholson, 2005).

The integration and linking of terminolo-
gical resources is essential to unlocking the
full potential of specialized linguistic data.
Resources such as thesaurus, terminologies,
taxonomies, and glossaries compile termino-
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logical information using various formats and
standards. Connecting these resources can
significantly enhance their applicability and
coverage, enabling them to complement and
enrich each other in meaningful ways.

This contribution reviews the main cha-
llenges, techniques, and future directions in
terminology mapping. In the next section, we
characterize terminologies and the termino-
logy mapping problem, and in Section 3, we
present the adopted methodology for con-
ducting the review in a systematic way. Sec-
tion 4 delves into those strategies for gene-
rating correspondences between terminologi-
cal resources. Section 5 presents new research
directions based on Large Language Models
(LLMs) for the terminology mapping task.
Section 6 presents the discussion that was
triggered in this review along with the con-
clusions.

2 Characterizing Terminology
Mapping

This section presents the theoretical frame-
work that contextualizes the problem in this
review. Section 2.1 sets the basis for the ter-
minology concept and presents three scena-
rios of terminological ambiguity and term va-
riation. Then, Section 2.2 defines the problem
of terminology mapping in the NLP field.

2.1 Terminology definition

Terminology is a polysemous term with three
main meanings: first, the name given to the
discipline that deals with specialized terms;
second, the set of practices that analyze and
collect terms in terminological resources (al-
so known as Terminography); and third, the
resulting resources themselves (Cabré, 1993).
Terminology is closely related to Lexicology
(and Lexicography). While the former focu-
ses on studying terms in an area of know-
ledge and creating terminological resources,
the latter is concerned with the lexicon of a
language and the compilation of general lan-
guage dictionaries.

As is the case with dictionaries, termi-
nological resources can also vary in nature.
They may be encyclopedic, learner-oriented,
or etymological, depending on the intended
purpose or target audience, terminological re-
sources can similarly take different forms. For
instance, some terminological glossaries may
consist solely of a list of recommended terms
with their definitions. In contrast, others may

be more comprehensive, span various know-
ledge domains, provide equivalents in multi-
ple languages, and include synonyms, defini-
tions, and usage notes.

Unlike dictionaries, where the starting
point is a list of lexical entries with defi-
ned meanings (from a semasiological pers-
pective), the creation of terminologies adopts
an onomasiological approach (Cabré, 1993).
This means that terminographers first iden-
tify a set of domain-specific concepts and
their corresponding designations, providing
specialized definitions restricted to that par-
ticular domain. In this regard, it can be ar-
gued that terms are typically monoreferential
— that is, the relationship between a form
and its meaning is unique.

However, this is not always the case. More
often than not, terms exhibit phenomena ty-
pically associated with lexical items. For ins-
tance, terms can have multiple meanings, not
only across different domains, but also within
the same area of knowledge (referred to as
homonyms). Additionally, a concept can be
represented by multiple terms within the sa-
me domain or across closely related domains
(known as synonyms or term variants). As
a result, challenges often arise when attem-
pting to establish semantic correspondences
between terms in different terminologies.

Another aspect to consider is that terms
can appear in various types of term-based re-
sources, such as glossaries, taxonomies, the-
sauri, etc. Even when dealing with terms
from the same area of knowledge, these re-
sources may be intended for different pur-
poses and vary in content and granularity,
which complicates the process of finding co-
rrespondences.

After careful consideration, we devise the
following scenarios for establishing a corres-
pondence between term A in terminology 1
and term B in terminology 2, both of which
belong to the same or highly related domain:
a) term A and term B are identical and their
concept definitions coincide or are highly si-
milar as well; b) term A and term B are the
same, but their definitions differ; c) term A
and term B differ, but their definitions are
highly coincident or identical.

In scenario a), we are probably dealing
with the same term and the same concep-
tualization of the domain. In scenario b), the
term is the same, but the concept is diffe-
rent. We may be dealing with a case of ter-
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minological polysemy due to the existence of
different conceptualizations of the same do-
main, a phenomenon known as multidimen-
sionality (Bowker, 1997; León-Araúz, 2017).
Depending on the changes undergone by the
specialized domain in question, the semantics
of the concept might have changed as well.
Finally, scenario c), represents a case of sy-
nonymy, also known as term or denominative
variation (Freixa Aymerich, 2003; Freixa and
Fernandez-Silva, 2017), which may also be re-
flected in the semantics of the concept to a
lesser or greater extent.

2.2 Terminology Mapping task

Within the literature, several tasks have been
devoted to the generation of corresponden-
ces between heterogeneous resources, such as
ontology matching, which refers to the pro-
cess of automatically determining the seman-
tic equivalences between the concepts of two
ontologies (Euzenat and Shvaiko, 2013) and
entity linking, that is the process of aligning
ambiguous mentions of entities from text to
a knowledge base (Kolitsas, Ganea, and Hof-
mann, 2018; Hertling and Paulheim, 2023).
The common requirement across these strate-
gies is the need for semantic disambiguation
to ensure accurate alignment.

The task of terminology mapping specifi-
cally focuses on generating equivalent, con-
ceptual, and hierarchical relationships bet-
ween terms from different schemas (Doerr,
2001). In this context, we refer to mappings
as those relationships between terms in diffe-
rent resources (World Health Organization,
2021). This task also needs semantic disam-
biguation to ensure accurate alignment but
differs from entity linking as it is exclusi-
vely based on terms (common entities), and
not named entities. In the case of ontology
matching, it usually considers valuable do-
main information present in the ontological
structure (Hertling and Paulheim, 2023) to
establish links. In contrast, terminology map-
ping relies on the lexical and semantic infor-
mation contained in term entries or derived
from neighboring term labels (usually, broa-
der, narrower, and related terms). This lack
of domain information in the structure makes
terminology mapping distinct from ontology-
based approaches. In addition, ontology mat-
ching and entity linking tasks can occur in
contexts that involve general-purpose data,
as opposed to terminology mapping, which

specifically focuses on specialized domains.
This paper proposes a review of the litera-

ture on techniques that tackle ambiguity and
term variation in terminology mapping ap-
proaches. We seek not only to document exis-
ting methodologies and tools but also to es-
tablish a theoretical basis for developing new
solutions to optimize this process.

3 Methodology

The review method used in this article (des-
cribed in detail in the following subsections)
is inspired by works for developing systema-
tic reviews (Dyb̊a, Dingsøyr, and Hanssen,
2007) and other relevant studies in similar
fields (Navigli, 2009; Bevilacqua et al., 2021).
In line with the methodologies applied in the-
se works, we formulate the following speci-
fic research questions that are answered th-
roughout this review.

• Q1: What challenges arise from ambi-
guity and term variation in terminology
mapping, and how are they being ad-
dressed?

• Q2: What are the key techniques and
resources for addressing ambiguity and
term variation in terminology mapping
tasks?

• Q3: What are the future directions for
resolving ambiguity and term variation
in terminology mapping?

3.1 Selection of bibliographic
sources

To align with the recommendations of the
Dyb̊a, Dingsøyr, and Hanssen (2007) metho-
dology for conducting a systematic review,
we aimed to answer the research questions
by selecting appropriate information sources
and implementing an unbiased search stra-
tegy. The research focused on different ty-
pes of publications, including conference and
workshop proceedings, journal papers, books,
chapters, and technical documents. The fo-
llowing databases and bibliographic sources
were used for the article search: IEEE Xplo-
re, ACM Digital Library, SpringerLink, Se-
mantic Scholar, and Google Scholar. The se-
lection of these databases was justified based
on their relevance and comprehensive covera-
ge of research in the areas of linked data, di-
sambiguation techniques, and terminologies.
Only articles published in indexed journals
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or presented at well-established conferences
such as ISWC, ESWC, TACL, COLING, and
ELRA were considered for inclusion. Techni-
cal documents presenting good practices or
guides were only included if they were vali-
dated by community standards such as ISO
or WHO-FIC.

The second stage also includes the selec-
tion of relevant literature from those biblio-
graphic sources, which was performed by ge-
nerating queries that combine different terms
from the research area (such as termino-
logy mapping, disambiguation, terminologies
or linguistic linked data). Together with the-
se terms, the queries contained the speci-
fic linguistic information involved in the di-
sambiguation process (e.g. sense inventory or
sentence embedding), a domain of knowledge
(e.g. legal or medical) and external resources
or approaches used (e.g. WordNet, BabelNet
or rule-based).

3.2 Selection of papers

Based on the initial set of collected referen-
ces, a title-based filtering process was conduc-
ted, selecting papers based on the following
criteria: 1) if the title is related to the specific
task, 2) if the title includes an approach or
methodology, 3) if the title mentions termi-
nological resources or any reference to their
integration and enrichment, and 4) if the title
mentions any new project or initiative on ter-
minology mapping.

To ensure the accuracy of this initial se-
lection, a second manual filtering process was
conducted by analyzing the abstracts, du-
ring which new keywords were incrementally
identified and added as they were encounte-
red during the review. Exceptions were ma-
de for foundational papers on disambiguation
like Navigli (2009) or classic works in other
fields, such as linguistics like in the case of
Cabré (1993), even if their titles or abstracts
did not strictly meet the selection criteria.

3.3 Methodology of analysis

Since the specific literature on terminology
mapping is limited, our review also includes
works on word sense disambiguation (WSD),
that is the process of selecting the correct
meaning of a word based on its context (Bevi-
lacqua et al., 2021). Additionally, we include
insights from ontology matching, particularly
when linguistic resources are used, given that
this task often relies on approaches and tech-

niques relevant to term disambiguation.
To the best of our knowledge, no other sur-

vey addresses the disambiguation task within
the context of terminology mapping. For this
reason, we have combined various classifi-
cations to propose a framework of different
approaches. Our classification is inspired by
previous works from which we have extracted
different categories: 1) Nikiema, Jouhet, and
Mougin (2017), which includes (i) manual
approaches, (ii) morphosyntactic approaches,
(iii) approaches based on semantic informa-
tion, and (iv) approaches using a third ter-
minology resource as background knowledge;
2) World Health Organization (2021) which
includes (i)manual approaches; (ii) compu-
tational approaches and (ii) hybrid approa-
ches; and 3) Bevilacqua et al. (2021), which
includes the category of external resources.

4 Terminology Mapping
Approaches

This section is divided according to the iden-
tified categories in the previous section, grou-
ping the reviewed works by type of approach.
In addition, Table 1 is provided summarizing
all analyzed works focused on the termino-
logy mapping task, including their sources
and the objectives of the linked terms, to offer
a comprehensive overview of the approaches.

4.1 Manual approaches

The challenge of mapping terminologies has
been studied for several decades, with early
projects like The Multilingual Access to Sub-
jects (MACS) (Clavel-Merrin, 2004) using
manual strategies to address integration is-
sues. Initially, the mapping was entirely ma-
nual, relying on domain experts to esta-
blish semantic relationships between terms in
different terminologies. ISO standards, such
as ISO/TR 12300:2014 (Health informatics.
ISO/TC 215, 2014), point out the importan-
ce of human expertise in resolving ambigui-
ties and validating equivalence. Examples of
manually linked terminologies include NHS
Digital’s SNOMED CT to ICD-10 mappings
(National Health Service, n.d.) and ERIC to
LCSH mappings (Vizine-Goetz et al., 2006).

More recently, some systems have been in-
troduced to assist professionals in performing
manual mapping (Mate et al., 2021). These
tools aim to streamline workflows while main-
taining the rigorous evaluation necessary for
high-quality mappings.
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Author Source Target Resources Domain

Manual approaches

Clavel-Merrin, 2004 LCSH, RAMEAU, SWD LCSH, RAMEAU, SWD - Library Science

NHS NHS Digital’s SNOMED CT ICD-10 - Healthcare

Vizine-Goetz et al., 2006 ERIC LCSH - Education

Formal-based approaches

SEMIC Support Center, 2014 NALS system MARC list US Library of Congress Silk (WordNet) Government Data

Bulla et al., 2022 Italian Vocabulary of Artworks Getty Thesaurus ArCO Cultural Heritage

Wang et al., 2012 ICPC-2 SNOMED CT UMLS Healthcare

Fung and Xu, 2015
CORE Problem List Subset
(7 datasets)

CORE Problem List Subset
(1 dataset)

- Healthcare

Stroganov et al., 2022 UK Biobank Clinical Codes ICD and SNOMED CT - Healthcare

Rule-based approaches

Lingren et al., 2016 EHRs DSM-IV + UMLS (manual mapping) - Psychiatry

WHO-FIC ICD-10-AM ICD-10 - Healthcare

Semantic-based approaches

Qamar and Rector, 2006 openEHR Archetypes SNOMED CT UMLS Healthcare

McInnes and Peterson, 2013 MSH-WSD 203 extracted terms UMLS - Healthcare

Aouicha et al., 2016
WordNet, Wikipedia Category
Graph (WCG) and MeSH

WordNet,
Wikipedia Category Graph
and MeSH

Wiktionary, Wikipedia Healthcare and General

Hybrid approaches

Ballatore et al., 2014 Geospatial vocabulary GeoNames WordNet Geography

Fung et al., 2007 SNOMED CT ICD-9-CM UMLS Healthcare

Di Franco et al., 2013 Pollution and Health Terminologies EARTh - Environmental Science

Chen et al.,2018 Geographic Terminologies Geographic Terminologies
Wordnet, Hownet, The-
saurus for Geographic
Senses

Geography

Schmidt et al., 2018 IATE Criminal Terminology SUMO Wordnet Legal

Dechadon et al., 2020 ILO Terminologies ILO Terminologies Eurovoc Labour Law

Margarida Ramos, 2020 CorkCorpus OntoCork - Materials Science

Kim et al., 2020 SNUH OMOP CDM SNOMED CT Healthcare

Tabla 1: Summary of the reviewed approaches in this survey.

However, manual mappings, which rely on
human experts for disambiguation through
contextual analysis and domain knowledge,
have several limitations. Subjective interpre-
tation can introduce inconsistencies or biases
in term mapping. It is also time-consuming
and resource-intensive, which limits scalabi-
lity, especially when working with large da-
tasets.

4.2 Computational approaches

The following section highlights the state-of-
the-art approaches addressing ambiguity and
term variation through different techniques
and using diverse data types. Each approach
offers specific solutions for capturing and di-
sambiguating the meaning of terms, depen-
ding on their domain and context.
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4.2.1 Formal-based information
methods

One of the most widely used approaches re-
lies on formal-based methods. These methods
focus on identifying structural and lexical si-
milarities between terms to establish corres-
pondences. Their main technique is based
on string-matching, which involves finding
strings that partially or completely match
a pattern (Alkhamaiseh and ALShagarin,
2014) and other similar computational stra-
tegies to identify equivalent or closely related
entries across terminological resources.

The approach presented in Wang et al.
(2012) is based on the assumption that
most terminologies share lexical similarities
in their vocabularies, as they rely on the sa-
me natural languages to describe similar con-
cepts. Additionally, the study identifies four
primary lexical mapping techniques: norma-
lized string matching, expanded term mat-
ching, substring matching, and WordNet-
based matching.

Silk (Volz et al., 2009) is an open-source
framework for integrating heterogeneous da-
ta sources and has been used to generate
links1 in the NALS system2 of the Publica-
tions Office of the EU and the MARC list
of the US Library of Congress3. Silk relies
on string-matching techniques, offering lin-
king possibilities between terms with the sa-
me lexical form, which must then be ma-
nually validated. A more recent example is
the integration of the Italian Vocabulary of
Artworks with the Getty Thesaurus4. This
integration combines string-matching techni-
ques with other NLP approaches and exter-
nal resources, as the former alone is insuffi-
cient for resolving ambiguous terms (Bulla et
al., 2022)

In the case of medical terminologies, whe-
re terms are associated with numerical codes,
string-matching techniques alone can produ-
ce effective results. The reason behind this is
that there are no ambiguous terms when each
is tagged with a unique and exact concept
identifier. This approach, known as the direct

1https://interoperable-europe.ec.europa.
eu/collection/semic-support-centre/document/
tutorial-use-silk-aligning-controlled-vocabularies

2https://op.europa.eu/en/web/
eu-vocabularies/authority-tables

3https://www.loc.gov/marc/bibliographic/
4https://www.getty.edu/research/tools/

vocabularies

mapping method, does not necessarily requi-
re manual review or additional NLP modules
(Zeng and Chan, 2004). The mapping bet-
ween ICPC-25 and SNOMED CT (SCT)6 is
developed by leveraging the Concept Unique
Identifiers (CUIs) shared between these ter-
minologies via the UMLS (Wang et al., 2012).
The UMLS system is organized around con-
cepts, and one of its primary purposes is to
connect different names for the same concept
across various vocabularies. Similar terms in
other vocabularies are implicitly linked th-
rough a shared unique concept identifier. In
the work of Wang et al. (2012), the goal is to
identify terms that share a common CUI in
the UMLS using exact string-matching tech-
niques. Other studies employing this method
include Fung and Xu (2015) and Stroganov
et al. (2022), among others.

However, these methodologies are not
fully automated, as they require human inter-
vention to validate the generated links or the
integration of additional resources. Further-
more, these techniques are not always effecti-
ve due to their difficulties in addressing cases
involving synonyms and term variants, which
complicate the accurate mapping of terms be-
longing to the same concept (Amin et al.,
2010). Additionally, in non-medical domains,
systems based on systematic terminological
resources like UMLS, which rely on CUIs,
cannot be applied. In these fields, there are no
standardized resources to assign unique iden-
tifiers to concepts and their associated terms,
requiring meanings to be inferred from con-
text. This makes semantic disambiguation a
significantly more complex task.

4.2.2 Rule-based methods

Rule-based approaches involve the develop-
ment and use of computerized algorithms de-
signed to replicate the reasoning a human
would apply when generating mappings bet-
ween two terminologies (as outlined in the
CAT technical document (World Health Or-
ganization, 2021)).

Unlike the string-matching methods men-
tioned earlier, rule-based methods can al-
so incorporate various types of information
about the terms to determine whether they
belong to the same concept and, therefore,
share meaning. The mapping process from

5https://www.who.int/standards/
classifications/other-classifications/
international-classification-of-primary-care

6https://www.snomed.org/
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ICD-10-AM to ICD-107 takes into account
not only CUIs but also the descriptors of
the codes, the hierarchical structure of the
classification systems, and the similarity sco-
re (World Health Organization, 2021). The-
se elements were used to define the ru-
les for the computerized algorithm. Human-
generated maps served as the gold standard
for verifying the computerized mapping ap-
proach.

Both the creation of rules and the verifi-
cation and validation of candidate links are
human-driven tasks. Feedback obtained du-
ring the verification process can be leveraged
to further refine the rule-based algorithm.
While this approach can be efficient and
computationally inexpensive, it has signifi-
cant limitations in handling term ambiguity.
It is most effective when working with rigid
and unambiguous identifiers, such as CUIs.
However, rules may fail when terms show
variations, such as synonyms, typographical
errors, or term variants (e.g., hypertension vs.
high blood pressure) (World Health Organiza-
tion, 2021).

4.2.3 Semantic information-based
methods

In the process of accurately identifying the
meaning of terms to establish corresponden-
ces among them, it is essential to consider
every element of semantic information asso-
ciated: both the semantic context in which
the term is situated and the intrinsic infor-
mation of the terminology itself. By semantic
context we refer to the set of data that descri-
bes the environment of the term, including its
linguistic context, associated labels, domain
labels, available translations, explanatory no-
tes, definitions and neighboring terms.

This method is contextual, as it takes into
account the environment of the term, unli-
ke the methods described above, which rely
exclusively on the lexical or formal informa-
tion of the terms to be disambiguated (Qa-
mar et al., 2006). For instance, McInnes and
Pedersen (2013) explored the comparison of
UMLS concepts with ambiguous terms from
biomedical texts using both similarity and re-
latedness metrics. By considering the context
in which a term appears, their approach at-
tempts to link it to one of the UMLS con-
cepts. For example, the term cold could refer

7https://www.ihacpa.gov.au/health-care/
classification/icd-10-amachiacs

to the temperature (C0009264) or to the com-
mon illness (C0009443), depending on the su-
rrounding context.

To work with the semantic information
of terms, embeddings are employed, genera-
ted either through static or dynamic models.
These embeddings are projected onto a vec-
torial space, where they can be compared
using similarity or relatedness measures. Si-
milarity measures quantify the degree of asso-
ciation between two words (e.g. scissors and
paper). Relatedness measures encompass si-
milarity but extend to quantify the degree
to which two concepts are related within a
broader context, such as their position in an
is-a hierarchy (e.g. car and vehicle). Terms
that surpass a defined threshold are conside-
red matches with sufficient semantic simila-
rity or relatedness, indicating that they be-
long to the same concept.

Similarly, the work presented in Kang et
al. (2021) automatically maps OMOP-CDM8

codes to SNOMED codes using embedding-
based semantic similarity metrics. By imple-
menting deep learning techniques, they out-
perform traditional lexical matching algo-
rithms by incorporating contextual and se-
mantic information into the mapping process.

The limitations of semantic information-
based approaches come from their dependen-
ce on context; unusual or insufficient con-
texts can result in errors. Similarly, embed-
ding models present challenges: static models
treat words outside their dictionary as out-
of-vocabulary (OOV), while dynamic mo-
dels may rely on pre-training corpora that
are inadequate for handling term variations
or ambiguities in specialized terminologies.
In addition, determining the appropriate th-
reshold for considering two terms as similar
or related is often complex and subjective.

4.3 External resources-based
methods

When terms lack sufficient semantic context
within terminologies, it becomes necessary
to rely on external sources. These knowled-
ge sources are diverse and can exist in both
structured and unstructured formats. In this
section, we provide a brief analysis based on
the type of resource and the nature of its
format, following the classification outlined
in previous related surveys (Navigli, 2009).
Additionally, these external resources can be

8https://ohdsi.github.io/CommonDataModel/
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combined with any of the previously discus-
sed methods to support disambiguation, as
will be explored in Section 4.4.

1. Computational lexicons-based:
These resources can be defined as langua-
ge resources from the general domain that
are normally hierarchically structured. They
include not only semantic information but
also grammatical, morphological, phonetic,
and syntactic details. Some relevant exam-
ples are WordNet9 and BabelNet10. The
fully unsupervised disambiguation approach
using WordNet, as proposed by Ben Aouicha,
Hadj Taieb, and Ben Hamadou (2016) di-
sambiguates polysemous terms based on su-
rrounding words, using feature vectors deri-
ved from WordNet synsets, including taxo-
nomic information. Another notable proposal
is the one developed by Ballatore, Bertolot-
to, and Wilson (2014). The authors propo-
se to link heterogeneous terminologies via in-
termediate connections to WordNet, extrac-
ting relevant synsets based on criteria like
frequency, overlap with term definitions, and
manual taxonomy selection. The need for do-
main expert knowledge indicates a key limi-
tation: while resources like WordNet are use-
ful for general linguistic tasks, they often lack
the granularity required for terminological re-
sources(Bevilacqua et al., 2021).

2. Ontology-based: Ontologies serve as
frameworks that semantically organize the
properties, relationships, and categories of
general or domain-specific data. A well-
known example is UMLS (Unified Medical
Language System), while being primarily a
thesaurus, also functions as an ontology by
structuring biomedical concepts. UMLS faci-
litates the linking of more specific termino-
logies, aiding in the integration and disambi-
guation of terms in specialized contexts. For
example, in the medical domain, Fung et al.
(2007) used UMLS to map terms from SNO-
MED CT to ICD9CM, using it as a know-
ledge base to generate semantic and lexical
links. Moving to a different field, Schmidt
et al. (2020) linked the IATE11 criminal ter-
minology to the general-purpose SUMO on-
tology, achieving more precise and reusable
terminology alignments. Many works encoun-
ter issues with abstraction and granularity,

9https://wordnet.princeton.edu/
10https://babelnet.org/ (Bevilacqua et al.,

2021)
11https://iate.europa.eu/home

as highlighted by Schmidt et al. (2020). For
example, in their study, terms such as kid-
napping from the criminal terminology were
linked to the SUMO top-level concept Unila-
teralGetting.

3. Machine-readable dictionaries-
based: Traditional resources like the Co-
llins English Dictionary12 and the Oxford
Dictionary of Contemporary English13 have
been digitized and are accessible online. The-
se are lexicographic resources designed to be
processed by computer systems, allowing ef-
ficient access to rich linguistic information
(Navigli, 2009). Wiktionary14, a free, mul-
tilingual, open-access dictionary, stands out
for its collaborative nature, offering defini-
tions, etymology, pronunciation, translations,
and usage examples. It is valuable for WSD
due to its contextual examples and seman-
tic links and is used for terminology align-
ment tasks thanks to tools like Wiktionary
Matcher (Portisch, Hladik, and Paulheim,
2019). However, its effectiveness for termino-
logy mapping is limited by inconsistencies in
term granularity, subject coverage, and the
lack of specialized domain vocabulary. Addi-
tionally, its reliance on community contribu-
tions can result in discrepancies in accuracy.

4. Thesauri-based: Thesauri can be de-
fined as structured resources that organize
terms hierarchically and thematically, facili-
tating search and analysis in specialized fields
(Kilgarriff and Yallop, 2000). Specifically, the
structured design of thesaurus makes them
effective tools for addressing ambiguity by
providing detailed semantic context. Promi-
nent examples like EuroVoc15, UNESCO16,
and AgroVoc17, which are adapted to the
Semantic Web, enable alignment with other
linguistic resources, enhancing their inter-
operability. Dechandon, Gerencsér, and Ruiz
(2020) leveraged EuroVoc as a central thesau-
rus for the semantic integration of terminolo-
gies from the ILO (International Labour Or-
ganization) Thesaurus. Furthermore, Chen,

12https://www.collinsdictionary.com/
dictionary/english

13https://www.oxfordlearnersdictionaries.
com

14https://www.wiktionary.org/
15https://eur-lex.europa.eu/browse/eurovoc.

html?locale=en
16https://vocabularies.unesco.org/browser/

thesaurus/en/
17https://agrovoc.fao.org/browse/agrovoc/

en/
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Song, and Yang (2018) utilized the The-
saurus for Geographic Senses in conjunction
with computational lexicons such as Word-
Net and HowNet (Dong and Dong, 2003) to
compute semantic similarity between terms
from diverse geographic domain terminolo-
gies. These examples highlight the versatility
of thesauri in facilitating semantic integra-
tion across terminologies. Although thesauri
are effective tools, they present several limi-
tations: despite often including thousands of
terms, they cannot guarantee comprehensive
coverage, particularly in domains with emer-
ging or undocumented terminologies, where
the automatic and continuous integration of
new terms remains a significant challenge.

5. Textual sources (raw text)-based:
Through text mining approaches, textual re-
sources specialized in a specific domain can
be leveraged to enrich the semantic infor-
mation of terms and facilitate their disambi-
guation. TermCork is a corpus-based system,
designed to extract terms along with their
definitions to link linguistic resources. This
process involves gathering examples of usage,
where terms and their corresponding equiva-
lents can be observed in context, intending to
assist linguists in the creation of glossaries or
dictionaries. Similarly, this technique can be
applied to generate lexical-semantic contexts
for terms to be linked (Ramos, 2020). The ac-
curacy of these mappings is highly dependent
on corpus quality, meaning that results are
limited by the size, specialization, and accu-
racy of the available textual resources, which
may not be sufficient in specialized domains.

6. Sense inventories-based: Disambi-
guation can be approached in a traditional
way, where each term is labeled with the mea-
ning that corresponds to it based on the con-
text in which it appears. Sense inventories
serve as key tools to facilitate the identifica-
tion and assignment of senses during the ter-
minology mapping process. These inventories
are predefined lexical databases that compile
all possible meanings of words in one or mo-
re languages (Bevilacqua et al., 2021). Efforts
have been made to develop specialized sense
inventories that address the unique needs of
particular domains. Examples of such inven-
tories are the ones developed by Grossman et
al. (2018) and Dong and Wang (2021). Ho-
wever, specialized sense inventories continue
to exhibit some limitations. In the work by
Bevilacqua, Maru, and Navigli (2020) seve-

ral challenges associated with the use of sense
inventories to address lexical-semantic ambi-
guity are identified: they are generally static
and fail to reflect the dynamic changes in lan-
guage use and lack consistent coverage across
languages.

7. Domain inventories-based: Current
research on domain-specific disambiguation
systems often leverages domain label invento-
ries and algorithms that repurpose large exis-
ting lexical resources to analyze specialized
literature (Chopard, Corcoran, and Spasić,
2024). Domain inventories refer to collections
of domain labels assigned to terms, many
of which originate from computational lexi-
cons such as WordNet Domains18 or Babel-
Domains19. A notable example is the Coarse
Sense Inventory (CSI) (Kikuchi et al., 2024),
a resource developed to reduce the granula-
rity of WordNet by consolidating word senses
into broader categories. Despite its strengths,
the domain information derived from Word-
Net in CSI remains too general to handle
highly specialized terminologies, and its co-
verage is restricted to English.

4.4 Hybrid methods

According to World Health Organization
(2021), hybrid methods are defined as the
combination of two or more approaches that
were presented in the previous sections. This
approach is widely employed in various di-
sambiguation tasks. All methods that incor-
porate manual evaluation as part of their pro-
cess are considered hybrid methods, as they
combine automated techniques with human
oversight. Barba, Pasini, and Navigli (2021)
argues that hybrid methods produce the best
results in tasks that require a disambiguation
process. A notable example of such methods
is the MARIE system developed by Kim et
al. (2020), which integrates string-matching
techniques with contextual embedding ap-
proaches. This system links terms that sha-
re the same concept regardless of their do-
main while effectively disambiguating their
meanings. Several other examples combine
methods according to their available data
(Ballatore, Bertolotto, and Wilson, 2014; Bu-
lla et al., 2022; Stroganov et al., 2022).

18https://wndomains.fbk.eu/
19http://lcl.uniroma1.it/babeldomains/
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5 LLM-based methods

LLMs have emerged as promising tools for
terminology mapping, as they can generate
rich contextual information and identify dif-
ferent senses of terms, enhancing disambigua-
tion. However, despite their potential, we ha-
ve not identified any studies specifically de-
dicated to terminology mapping, terminolo-
gical variation, or the associated task of di-
sambiguation. Therefore, we present the fo-
llowing studies, which are closely related and
may serve as a bridge for establishing future
research directions towards LLM-based ter-
minology mapping.

Many challenges address the need of ma-
naging specialized terms for machine transla-
tion tasks, such as Moslem et al. (2023), that
propose the use of LLMs to generate high-
quality bilingual specialized synthetic termi-
nologies, enabling the representation of speci-
fic senses of terms in such terminologies. A si-
milar approach is the work of Bogoychev and
Chen (2023), that suggests the use of LLMs
to refine translations by generating domain-
specific terminology through prompting stra-
tegies. Jhirad, Marrese-Taylor, and Matsuo
(2023) further demonstrates that LLMs pos-
sess a deep understanding of specialized ter-
minology across various domains, particu-
larly in their ability to generate precise de-
finitions by constructing a large dataset and
designing a series of evaluation tasks in the
financial domain. Additionally, Joachimiak
et al. (2024) shows that LLMs can effecti-
vely map concepts and terms from speciali-
zed fields, such as the artificial intelligence
domain, making them valuable tools for the
development of new terminological resources
due to their deep understanding of domain-
specific knowledge. Another relevant study is
Fan et al. (2024), that proposes a novel fra-
mework for linking mentions of clinical terms
in textual sources with a medical termbase.
By using LLMs, they address the problem of
terminological variation, particularly in the
normalization of disease diagnoses termino-
logy.

6 Discussion and conclusions

In this survey, we have examined various ap-
proaches that address ambiguity and term
variation to integrate heterogeneous termino-
logical resources. Based on our analysis of the
literature, we conclude that external resour-
ces can improve the disambiguation process

by enriching the semantic information within
terminologies. Additionally, hybrid approa-
ches that combine lexical and semantic tech-
niques are particularly effective in handling
complex domain-specific terminologies (Q2).

Ambiguity and term variation stem from
the various linguistic phenomena described
in Section 2.1. These phenomena, together
with inconsistencies in how terms are struc-
tured across different resources, represent the
main challenges in achieving semantic inte-
gration of terminologies. Particularly, these
challenges vary across domains of speciali-
zation. While the biomedical domain bene-
fits from authoritative resources like UMLS
and SNOMED-CT, other fields lack systema-
tic identifiers and comprehensive terminolo-
gical databases. As shown in Table 1, from
the 21 studies analyzed, 12 focus on biomedi-
cal applications, reflecting a research bias to-
wards resource-rich domains. Moreover, the
structured formats used in biomedical ter-
minologies are highly specialized and cannot
be easily extrapolated to other fields, whe-
re terminological representation differs signi-
ficantly. In non-biomedical domains, the ab-
sence of standardized resources complicates
semantic interoperability, making it difficult
to establish clear correspondences between
terms (Q1).

Research on terminology mapping will re-
quire the development of more robust ap-
proaches that integrate innovative techni-
ques with existing methodologies to impro-
ve accuracy and interoperability across diver-
se knowledge areas. As exemplified in Sec-
tion 5, LLMs show great potential for this
task by generating contextualized represen-
tations and identifying term senses. Given
the persistent challenges in resolving ambi-
guity and addressing resource limitations, fu-
ture research should explore LLMs to impro-
ve scalability and adaptability in terminology
mapping (Q3).
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