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Resumen: Este trabajo presenta un método automático para reducir el conjunto de
categoŕıas de palabras que será utilizado por un sistema de predicción de palabras en
Portugués. El método se basa en una medida de similitud que se aplica a una matriz
de asociación, generada mediante el empleo de una medida de disparidad (odds ratio)
aplicada sobre la matriz de distribución de probabilidades de bigramas de categoŕıas
(bipos) presentes en un corpus. Los resultados presentados en este trabajo muestran
que la utilización del método de agrupamiento propuesto, con un umbral adecuado
de similitud, tiene potencial para mejorar el sistema de predicción de palabras.
Además posibilita la utilización de nuevas técnicas de agrupamiento de categoŕıas
como agrupamiento borroso. Los resultados también muestran que cuando se utiliza
un sistema de predicción de palabras basado en un modelo sintáctico, la agrupación
no se puede realizar entre las categoŕıas sintácticas más importantes, aunque los
grupos generados parezcan correctos desde el punto de vista lingǘıstisco.
Palabras clave: Agrupamiento de categoŕıas de palabras, sistema de predicción de
palabras, modelo del espacio vectorial, optimización, portugués.

Abstract: This paper presents an automatic method for reducing the part-of-speech
tagset to be considered by a word prediction system in Portuguese. The method
is based on a similarity measure applied to a association matrix, generated by em-
ploying a odds ratio association measure in the bigrams of parts-of-speech (bipos)
probability distribution in a corpus. The results reported in this paper show that
using the proposed clustering method with an appropriate threshold value over the
similarity has the potential to improve the word prediction system. Moreover, it
makes possible to use new clustering techniques such as fuzzy clustering. The re-
sults also show that when using a word prediction system based on a syntactic model,
the clustering cannot be performed between the major syntactic categories, even if
the clusters generated seem correct from a linguistic point of view.
Keywords: Part-of-speech clustering, word prediction system, vector space model,
optimization, Portuguese language.

1 Introduction
Formerly, word prediction methods have
been developed in order to increase message
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composition rate for people with severe mo-
tor and speech disabilities. Nowadays, text
prediction methods, if adequately integrated
within the user interface of an application,
can benefit anyone trying to produce text
messages or commands. In general, predic-
tion refers to those systems that guess which
letters, words, or phrases are likely to follow
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in a given segment of a text (Ghayoomi y
Momtazi, 2009). In all the cases, the main
goal of all writing assistance systems is in-
creasing the KeyStroke Saving (KSS), which
is the percentage of keystrokes that the user
saves by using word prediction systems, be-
sides ensuring a good quality in the text pro-
duced.

There are several word prediction sys-
tems that have been developed and are be-
ing developed with different methods for dif-
ferent languages (Palazuelos-Cagigas, 2001;
Ghayoomi y Momtazi, 2009; Cavalieri et al.,
2010). Traditionally, word predictors have
been based on n-gram statistical language
modeling. A major drawback of this kind
of predictors is that they do not consider the
syntactic and semantic structure of the sen-
tence, and, therefore, there is a possibility
of predicting words which are syntactically
and/or semantically inappropriate to write
the desired sentence. In contrast, using Part-
of-Speech (POS) tags of words in prediction
systems makes then more appropriate. In
other words, the aim of grammatical predic-
tion is to reduce the envelope of search used
by more conventional methods for providing
predictions. This envelope should only con-
tain words syntactically correct given the cur-
rent sentence structure.

In order to build a system that uses gram-
matical knowledge to derive predictions, the
manner in which the grammar itself is to be
represented must first be considered. Gener-
ally, the class set of language models based on
POS tags have usually been defined by lin-
guistics experts, according to linguistics as-
pects. Language models based on a small
number of POS tags show higher perplex-
ity, while language models based on more de-
tailed linguistic classes present a lower per-
plexity (Bahrani et al., 2008; Momtazi y
Sameti, 2009). However, using all the lexi-
con features available results in a large num-
ber of classes and in a great amount of text
material and memory needed to train and use
the system. Thus, it is necessary to reduce
the number of classes trying to balance the
relationship between number of POS tags,
the perplexity of the language model and the
keystroke saving.

Most word prediction systems are mainly
focused on non-inflected languages, like En-
glish. These types of languages have a small
amount of word variations and it is possi-

ble to include all of them in the dictionary
used in the word prediction (Garay-Vitoria y
Gonzalez-Abascal, 1997). Since our focus in
this work is the Portuguese language, which
has a reasonable amount of inflections, it may
be difficult to store all of them.

Within this context, an initial POS tagset
was first derived from linguistics guidelines.
For this task, a lexicon extracted from the
Portuguese corpus CHAVE (Santos y Rocha,
2004), tagged by the morphological analyzer
PALAVRAS developed by (Bick, 2000), was
used. Then, an automatic clustering method
based on the similarity between the POS tags
was used. This similarity can be interpreted
as a distance measure applied over an associ-
ation matrix, generated from the application
of an association measure in a co-occurrence
matrix composed by the frequencies of the
POS tags bigrams in a corpus (see section 3
for details about each matrix, the variables
used, and the procedure). When POS tags
with very similar frequency distributions are
combined, there are very small changes in the
results, and advantages such as smaller train-
ing time and resources needed, for example.

The POS-based model language and its
features are introduced in section 2. Section 3
deals with the clustering approach proposed
in this work. The experimental results and
discussions can be found in section 4. Fi-
nally, section 5 contains the concluding re-
marks and section 6 the future works.

2 Language Model

2.1 POS-based Language Model

The general task of a word prediction system
is to estimate the a priori probability P (W)
for a given word chain W = w1 . . . wk. For
the word bigram model, for example, P (W)
is approximated by:

P (w1 . . . wk) ≈
k∏

i=1

P (wi|wi−1). (1)

By modeling the language with POS tags,
the system predicts the next POS tag to be
produced in the current sentence and narrows
the amount of possible next words when each
letter of the word is entered. In other words,
a syntactic predictor has access to the fol-
lowing sequence of words and POS tags to
predict the current word:
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· · · wi−2/twi−2 wi−1/twi−1 cwi,

where twi−2 and twi−1 are the POS tags of the
previous words wi−2 and wi−1, respectively.
cwi is the current word prefix typed by the
user.

There are different methods for incorpo-
rating the statistical POS tag information
into the word predictor (Fazly, 2002). In this
work the syntactic predictor was estimated
by the equation 2.1, as follows:

P (W ) ≈
∏k

i=1

∑
tji∈T (wi)

P (tjwi
|twi−1) ·

·P (wi|tjwi
) · P (twi−1 |wi−1), (2)

where tjwi is the jth tag for wi, that varies
from 1 to |T (wi)|. T (wi) is the set of all pos-
sible POS tags that may be assigned to the
word wi. P (tjwi |twi−1) is the bigram POS tag

probability and P (wi|tjwi) is the conditional
probability of the word wi to be the current
word of the sentence given tjwi as its POS tag.
P (twi−1 |wi−1) is the conditional probability
of the word wi−1 to be tagged with the tag
twi−1 (this is obtained from a general dictio-
nary: see section 4.4 for details).

3 Clustering Approach

As mentioned in (Wood, 1996), the majority
of linguistic theories examine language from
an analytic point of view. That is, they wish
to understand all levels of meaning, from con-
textual concepts through semantic and syn-
tactic structure to phonetic relations. How-
ever, when looking at prediction this is not
necessarily the case. One of the aims of syn-
tactic prediction is to ensure that the system
does not offer to the user grammatically in-
correct words. However, a required feature
in a word prediction system, especially when
used by people with disabilities, is that it
must be as fast as possible. Thus, the aim of
this research is to find a reduced POS tagset
trying to maintain a good relationship be-
tween the accuracy of the prediction system
and the speed at which it generates the pre-
dicted word list to the user. Furthermore,
the less tags the POS tagset has, the bet-
ter the word prediction algorithms parame-
ters are estimated and less severe is the sparse
data problem.

In order to obtain a reduced POS tagset
we have not followed the strategy already
used by (Sánchez-Mart́ınez, Pérez-Ortiz, y

Forcada, 2005) for machine translation. In-
stead, we have tried to reduce the number of
Portuguese POS tags clustering the ones that
lie close together in a vector space model.
Commonly, this kind of strategy is used in
word clustering and in speech recognition
tasks (Velldal, 2003). One advantage of this
clustering algorithm is that the number of
clusters (reduced POS tags) to discover is au-
tomatically determined by providing the al-
gorithm with a distance threshold. We first
select, based on linguistic guidelines, the fine
POS tags and, in each step, those POS tags
that are closer are merged into a single clus-
ter, only if their distance is larger than the
specified threshold.

There is an important difference concern-
ing the POS tags we use within this paper
and the ones used in works like (Yarowsky,
1992; Lin, 1997; Resnik, 1999; Velldal, 2003).
The main difference is the reduction of the
size of the vector space model. While all of
them work with word context features (word
classes, word bigrams, etc.), our vector space
model is based on the POS bigram proba-
bility distribution in a corpus. In this case,
the basic idea is similar to that proposed by
(Sánchez-Mart́ınez, Pérez-Ortiz, y Forcada,
2005) who exploits the fact that some of the
POS tags have very similar frequency distri-
bution and, if we combine the most similar
ones, there should be only a small change in
the results.

3.1 The Vector Space Model

In (Velldal, 2003), the space model was for-
mally defined as a triple {F,Θ, s}, corre-
sponding to a co-occurrence matrix, an as-
sociation measure and a similarity function,
respectively. F, the co-occurrence matrix, is
the bipos matrix: the value of each element in
the matrix F is given by the number of times
that the predicted POS tag occurs given the
previous POS tag. In others words, F is de-
fined by the vectors {fm1, . . . , fmn}, where the
m is the index of the predicted POS tag and
the nth coordinate corresponds to the pre-
vious POS tag. The association measure Θ
is a weighting function that maps each ele-
ment fmn ∈ F to a salience score, where the
cluster analysis will be performed using the
proximity function s.
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3.1.1 The Association Matrix and
Association Measure

As can be seen in (Velldal, 2003), the raw fre-
quencies alone may not always be very infor-
mative. For this reason, an association mea-
sure Θ was also applied to each component
of the co-occurrence matrix F. In this case,
each component fmn ∈ F will have its own
2-dimensional cross-classification table, as il-
lustrated in Table 1. This table of observed
cell frequencies is also known as a contingency
table.

The association measure Θ is based on the
odds ratio, estimated applying the equation 3
on the values of the table 1. The odds ratio is
a way of comparing whether the probability
of a certain event is the same for two groups.
An odds ratio of 1 implies that the event is
equally likely in both groups. An odds ra-
tio greater than one implies that the event
is more likely in the first group. An odds
ratio less than one implies that the event is
less likely in the first group. Thus, the re-
sult is called the association matrix and was
defined as X = Θ(F). In the case of unob-
served or negatively correlated co-occurrence
pairs in X, the elements are assumed to have
zero association.

= twi−1 "= twi−1

= twi f(twi , twi−1)
∑

f(twi ,¬twi−1)

"= twi

∑
f(¬twi , twi−1)

∑
f(¬twi ,¬twi−1)

Table 1: Contingency table of observed fre-
quencies.

Θ =
f(twi , twi−1) ·

∑
f(twi ,¬twi−1)∑

f(¬twi , twi−1) ·
∑

f(¬twi ,¬twi−1)
. (3)

Where, for example, f(twi ,¬twi−1) refers
to the frequency of the predicted POS tag
twi not involving the previous POS tag twi ,
and so forth.

3.1.2 The Proximity Matrix
The notion of proximity can be seen as a rela-
tion of the distance between each mth vector
of the vector space model. A commonly used
measure of similarity is the cosine of the an-
gle between two vectors, defined as

cos(x,y) =

∑n
i=1 xi · yi√∑n

i=1 x
2
i ·

√∑n
i=1 y

2
i

, (4)

with a value ranging from zero for orthogonal
vectors, to one for vectors that point in the
same direction.

Thus, as the similarity function s is spec-
ified the proximity matrix S = m × m can
be constructed. In other words, a component
sij ∈ Sij represents the similarity between
the vectors xi and xj ∈ X.

3.2 The New POS Tagset
Given the matrix S, the similarity between
POS tags vectors can be ranked according to
their similarity scores. Table 2 gives a ex-
ample of such a list for the POS tag (noun,
masculine and singular).

Rank POS tag Similarity

1
(noun, neuter,

0.8752
singular)

2
(adjective, masculine,

0.5954
singular)

3
(indefinite pronoun,

0.5607
masculine, singular)

4 (ordinal) 0.4731

5
(possessive pronoun,

0.4466
masculine, singular)

Table 2: The 5 most similar POS tags of the
(noun, masculine and singular) tag.

The display of such similarity rankings can
be useful and interesting in their own right,
as it summarizes the most common and dis-
tinguishing usage patterns of a POS tag at
a quick glance. After computing the above
scores, we can automatically reduce the num-
ber of POS tags.

4 Evaluation

It is difficult to evaluate a word prediction
system. In particular, since the user objec-
tives and problems may vary, a specific met-
ric may be more appropriate than another
one to evaluate the advantages the prediction
may produce. It is also necessary to consider
that a change in any parameter of the ex-
periment setup (the language, training texts,
etc.) can lead to quite significant variations
in the results.

4.1 The Initial Portuguese POS
Tagset

Before applying the proposed clustering algo-
rithm, an initial Portuguese POS tagset was
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generated by selecting the most functional
Portuguese POS tags delivered by the mor-
phological analyzer PALAVRAS. As showed
in (Culleto, 2007; Aliprandi et al., 2007), the
use of some major part-of-speech of words
(noun, verb, adjective, etc,) along with some
inflections like gender (masculine, feminine,
neuter), number (singular, plural, neuter)
and person (1th, 2nd, 3rd, 1th/3rd) can gen-
erate accurately POS-based word predictors
with a relatively low speed list of predicted
words. However, this causes the number of
initial tags to be relatively large: 81 fine POS
tags in our Portuguese lexicon. As mentioned
in (Brants, 1995) It is important to notice
that the larger the tagset the worse the data
sparseness problem.

4.2 Experimental Setup

Firstly, to generate the vector space model
(F) a training set consisting of approxi-
mately 2,000,000 words was used. They
were extracted from newspapers and texts
documents in the Portuguese tagged corpus
CHAVE, which contains about 26 millions of
words. The same corpus was used to train the
different prediction methods. In this case,
the training set was composed by approxi-
mately 1,200,000 words, from texts that do
not overlap with the ones used to generate
the vector space model. Finally, in order to
evaluate the reduced POS-based word pre-
diction system, we took four test texts (also
distinct from both previous training sets) de-
tailed in Table 3.

Topic Domains #words
#keystroke
needed

a Belief and thoughts 10714 66005
b World news 12775 79811
c Politics 13473 84189
d Commerce and finance 13324 81228

Table 3: Domains, number of words and
keystroke needed to write each text in test
set without the help of the word prediction.

As the difference in the number of POS
tagset generated by each method, each dic-
tionary (or vocabulary) used to test the word
prediction system is also different. How-
ever, this difference is significantly small
when compared to the size of each dictionary
(about 140,000 entries, each composed of a
word, its frequency and POS tag). Moreover,

since we are working on a method to reduce
the number of tags in a POS tagset, we can
consider the possible reduction (or not) in the
size of the dictionary as a factor more in the
comparison of the systems.

4.3 Performance Measures
The POS-based word prediction system was
evaluated according three different criteria:
Perplexity (PP), Keystroke Saving (KSS)
and Hit Rate (HR). The KSS is referred to
the percentage of keystrokes that the user
saves by using the word prediction system
and is calculated by comparing two kinds
of measures: the total number of keystrokes
needed to type the text (KT ) without the
help of the word prediction and the effective
number of keystrokes saved using word pre-
diction (KE). Hence,

KSS =
KT −KE

KT
× 100. (5)

A higher value for keystroke saving implies a
better performance.

The HR is defined as the percentage of
correct words that appear in the suggestion
list without entering any letter of the follow-
ing word. In others words, it is the relation
between the number of times that a word is
guessed and the number of written words.
Again, a higher HR also implies a better per-
formance.

The PP can be usually defined as the av-
erage number of choices at each word predic-
tion (Trnka et al., 2006). So if the PP is low
i.e. the probability of the prediction is high,
meaning a better language model. The PP
of the bipos and tripos models can be com-
puted, respectively, by the equations 6 and 7,
as follows:

PP2gram = 2−
1
m

∑m
i=1 log2(P (wi|wi−1)) (6)

PP3gram = 2−
1
m

∑m
i=1 log2(P (wi|wi−1wi−2)), (7)

where P (wi|wi−1) and P (wi|wi−1wi−2) are
computed by the equation 2.1.

4.4 Word Prediction Engine
To evaluate our reduced POS-based method,
the software PREDWIN, developed by
(Palazuelos-Cagigas, 2001) for Spanish lan-
guage and adapted to Portuguese language
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by (Cavalieri et al., 2010), was used. This
system utilizes different kinds of algorithms
to realize the word prediction. In this paper
was used only the basic statistical models bi-
POS and triPOS in order to find the 5 best
predicted words.

The Figure 1 shows the general architec-
ture of the system followed by a briefly de-
scription of the main blocks. A further detail
of the system can be founded in (Palazuelos-
Cagigas, 2001).

Figure 1: General Architecture of the word
prediction system PREDWIN. Adapted from
(Palazuelos-Cagigas, 2001).

• Test Set: The texts used to evaluate
the reduced POS-based word prediction
methods used in this work.

• User Model: The automatic algorithm
used by the word prediction system to
emulate a real user. For each letter in
the test text the prediction system shows
a list of predicted words. If the desired
word was in this list, the user model se-
lects the word. If not, the prediction sys-
tem goes to the next letter until the test
text ends.

• Dictionary: Contains the words and
the information required to support each
of the word prediction methods, as the
POS tags and word frequencies.

• Prediction Methods: Algorithms re-
sponsible of calculating, based on the in-
formation provided by the coordination
module, the probability set of categories
that can be assigned to the next word.

• Specific Information Training
Module: Defined as the procedures,

automatic or manual, needed to gen-
erate the information used by each
prediction method. The automatic
reduced POS tag method presented
in this work is an example of such
procedure.

4.5 Results
In order to find the best reduced Portuguese
POS tagset we have performed a clustering
on a vector space model composed by the bi-
gram probabilities of the POS tag in a specific
corpus. Once the clustering has been per-
formed the reduced POS tagset was used in
a POS-based word prediction system. Note
that the final number of tags is indirectly de-
termined because the clustering algorithm is
provided with a distance threshold.

The POS-based word prediction system
was evaluated in the test set by employing
three methods of POS tag construction:

Baseline Method The first POS tagset
was manually defined following linguis-
tics guidelines and generated by the
PALAVRAS tagger. In this case we have
achieved a baseline POS tagset with 81
tags.

Method A The second method generates
two POS tagsets derived from the base-
line POS tagset. Again based on linguis-
tic characteristics, two POS tagsets were
manually obtained with 63 and 42 tags,
respectively. In these cases the major
syntactic categories of words (noun, ad-
jective, pronoun, etc) were kept, collaps-
ing some of the word inflections (gender,
number, person) and some punctuation
marks.

Method B In the third method, the re-
duced POS tagset was obtained auto-
matically based on the similarity coeffi-
cient s applied to the association matrix
X, generated from the application of the
association measure Θ in each element of
the co-occurrence matrix F, as explained
earlier.

In order to evaluate the POS tag cluster-
ing method proposed, two thresholds values
were chosen: 0.7 and 0.85. As mentioned
earlier, these values are interpreted as the
similarity between two POS tags. When the
threshold value of 0.7 was used, the number
of tags (clusters) was 54. Otherwise, when
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Methods #POS tags Topic
biPOS triPOS

PP KSS(%) HR(%) PP KSS(%) HR(%)

Method A

63

a 90.41 38.66 28.90 83.23 38.80 29.20
b 67.59 35.50 27.30 58.03 35.56 27.20
c 69.90 36.64 28.10 64.29 36.60 28.10
d 67.02 36.49 31.20 62.44 36.61 30.90

42

a 91.90 38.33 28.80 83.34 38.63 29.00
b 68.51 34.81 27.10 59.14 35.00 27.10
c 72.25 36.24 27.60 64.62 36.37 27.70
d 68.42 35.97 30.60 62.72 36.25 30.80

Method B

72

a 94.04 38.10 28.60 86.14 38.25 28.90
b 73.76 35.30 27.40 64.83 35.44 27.40
c 76.67 36.17 28.40 70.50 36.15 28.30
d 73.39 36.51 30.60 68.62 36.63 30.90

54

a 104.78 37.16 28.00 96.97 37.36 28.40
b 80.43 34.96 26.80 70.89 35.13 27.10
c 91.54 35.54 27.50 83.81 35.89 27.60
d 81.58 35.36 30.10 75.51 35.56 30.20

Table 4: The results generated by incorporating different POS tagsets in the word prediction
system.

the threshold value of 0.85 was selected, 72
clusters were produced.

As can be seen in Table 4, when comparing
the KSS of each method the results achieved
by the POS-based word prediction system
with the reduced POS tagsets are not better
than the others. However, when comparing
the HR values the 72-tag tagset shows better
results in almost all the test texts, which can
be explained by the fact that, in this case, the
word prediction system works well to words
like prepositions and articles. Furthermore,
when compared to the 54-tag tagset, the 72-
tag system shows better results, which can be
attributed to the fact that in this case there
are only clustering in the same major syn-
tactic category (for example, feminine plu-
ral noun and neuter plural noun), as we ex-
pected.

It can also be seen in Table 4 that the per-
plexity of the language models increases with
the decreasing in the number of previous POS
tags, which is consistent with previous works.
Furthermore, the better is the perplexity, the
better is the KSS. This may seem a bit obvi-
ous, but since most of the previous research
was carried out for machine translation or
categorization of words, it seems interesting
to evaluate the effects of the language model
perplexity in a POS-based word prediction
system.

Table 4 also shows the data sparseness

problem when tested the text in topic c.
As can be seen, in both 72-tag and 63-tag
tagsets, when using biPOS the word predic-
tion system shows better results in the KSS
than when using triPOS.

It is also important to note that in
the experiments reported in this paper we
have used a smoothing technique to avoid
null transition and emission probabilities for
those unseen events in the training corpus.

5 Conclusions

We have shown a method for reducing an
original POS tagset in order to optimize a
POS-based word prediction system. The re-
sults reported in this paper show that using
the automatic clustering method proposed
with an appropriate threshold value of sim-
ilarity can slightly increase the POS-based
prediction system, but, when compared to
the same system with a manually reduced
POS tagset the results were worst.

We also see that, when working with a lan-
guage model to predict words, it is necessary
to pay a special attention in the construction
of the POS tagset, taking in account the re-
lationship between categories of words. In
others words, even if the clustering seems in-
tuitively correct, as in this work, it can not be
performed between the major syntactic cat-
egories of words. However, this kind of clus-
tering can work for another kind of language
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application like language translation or cate-
gorization of words.

6 Future Works

In this work, the clustering method uses a
distance between clusters. We have used the
cosine distance to measure the similarity be-
tween fine POS tags, but other distance mea-
sures could also be suitable. Furthermore,
only the association measure based on odds
ratio was used. We can also use the log like-
lihood ratio and the mutual information as
association measures, as proposed by (Vell-
dal, 2003).

In this paper only the bipos probabilities
were used to calculate the similarity between
POS tags. Tripos probabilities associated
with a variable latent method could also be
used to ensure a finest measure in the simi-
larity.

Besides, only two values of distance
thresholds were ised and, as can be seen in
(Sánchez-Mart́ınez, Pérez-Ortiz, y Forcada,
2005), the optimal threshold value can be
found varying the threshold with small val-
ues (0.025 in his case).
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