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Resumen: En este trabajo presentamos un sistema no supervisado para agrupar los resulta-
dos proporcionados por un motor de búsqueda cuando la consulta corresponde a un nombre
de persona compartido por diferentes individuos. Las páginas web se representan mediante
n-gramas de diferente información y tamaño. Además, proponemos un algoritmo de clus-
tering capaz de calcular el número de clusters y devolver grupos de páginas web correspon-
dientes a cada uno de los individuos, sin necesidad de entrenamiento ni umbrales predefi-
nidos, como hacen los mejores sistemas del estado del arte en esta tarea. Hemos evaluado
nuestra propuesta con tres colecciones de evaluación propuestas en diferentes campañas de
evaluación para la tarea de Desambiguación de Personas en la Web. Los resultados obte-
nidos son competitivos y comparables a aquellos obtenidos por los mejores sistemas del
estado del arte que utilizan algún tipo de supervisión.
Palabras clave: aprendizaje no supervisado, clustering, n-gramas, búsqueda de personas
en la web

Abstract: In this paper we present an unsupervised approach for clustering the results of a
search engine when the query is a person name shared by different individuals. We represent
the web pages using n-grams, comparing different kind of information and different length
of n-grams. Moreover, we propose a new clustering algorithm that calculates the number
of clusters and establishes the groups of web pages according to the different individuals,
without the need of any training data or predefined thresholds, as the successful state of the
art systems do. Our approach is compared with three gold standard collections compiled
by different evaluation campaigns for the task of Web People Search. We obtain really
competitive results, comparable to those obtained by the best approaches that use annotated
data.
Keywords: unsupervised learning, clustering, n-grams, web people search

1 Introduction
Resolving the ambiguity of person names in web
search results is a challenging problem becoming
an area of interest for Natural Language Proces-
sing (NLP) and Information Retrieval (IR) com-
munities. This task can be defined informally as
follows: given a query of a person name in ad-
dition to the results of a search engine for that
∗ The authors would like to thank the financial support
for this research to the Spanish research project Holo-
pedia funded by the Ministerio de Ciencia e Innovación
under grant TIN2010-21128-C02 and by UNED Project
(2012V/PUNED/0004).

query, the goal is to cluster the resultant web pa-
ges according to the different individuals they re-
fer to. Thus, the challenge of this task is estima-
ting the number of different individuals and grou-
ping the pages of the same individual in the same
cluster.

The difficulty of this task resides in the fact
that a single person name can be shared by many
people. This problem has had an impact in the
Internet and that is why several vertical search
engines specialized in web people search have
appeared in the last years, e.g. spokeo.com,
123people.com or zoominfo.com. This
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task should not be mixed up with entity linking
(EL). The goal of EL is to link name mentions of
entities in a document collection to entities in a
reference knowledge base (typically Wikipedia),
or to detect new entities.

The main difficulties of clustering web pages
referring to the same individual come from their
possible heterogeneous nature. For example, so-
me pages may be professional sites, while others
may be blogs containing personal information.
To overcome these difficulties the users have to
refine the queries with additional terms. This task
gets harder when the person name is shared by
a celebrity or by a historical figure, because the
results of the search engines are dominated by
that individual, making the search of information
about other individuals more difficult.

WePS1 (Web People Search) evaluation cam-
paigns proposed this task in a web searching sce-
nario providing several corpora for evaluating the
results of their participants, particularly WePS-
1, WePS-2 and WePS-3 campaigns. This frame-
work allows to compare our approach with the
state of the art systems.

The most successful state of the art systems
have addressed this problem with some kind of
supervision. This work proposes a data-driven
method for this task with the aim of eliminating
the elements of human annotation involvement in
the process as much as possible. The main con-
tribution of this work is a new unsupervised ap-
proach for resolving person name ambiguity of
web search results. It is based on the use of capi-
talized n-grams to represent the pages that share
the same person name, and also in an algorithm
that decides if two web pages have to be grouped
using a threshold that only depends on the infor-
mation of both pages.

The paper is organized as follows: in Section
2 we discuss related work; Section 3 details the
way we represent the web pages and our algo-
rithm; in Section 4 we describe the collections
used for evaluating our approach and we show
our results making a comparison with other sys-
tems; the paper ends with some conclusions and
future work in Section 5.

2 Related Work
Several approaches have been proposed for clus-
tering search results for a person name query. The
main differences among all of them are the fea-
tures they use to represent the web pages and the

1http://nlp.uned.es/weps/

clustering algorithm. However, the most success-
ful of them have in common that they use some
kind of supervision: learning thresholds and/or fi-
xing manually the value of some parameters ac-
cording to training data.

Regarding the way of representing a web pa-
ge, the most popular features used by the most
successful state of the art approaches are Name
Entities (NE) and Bag of Words (BoW) weigh-
ted by TF-IDF function. In addition to such fea-
tures, the systems usually use other kind of infor-
mation. Top systems from WePS-1 and WePS-
2 campaigns, CU COMSEM (Chen and Mar-
tin, 2007) and PolyUHK (Chen, Yat Mei Lee,
and Huang, 2009), distinguish several kind of
tokens according to different schemes (URL to-
kens, title tokens, . . . ) and build a feature vec-
tor for each sort of tokens, using also information
based on the noun phrases appearing in the docu-
ments. PolyUHK also represents the web pages
with n-grams and adds pattern techniques, attri-
bute extraction and detection when a web page is
written in a formal way. A more recent system,
HAC Topic (Liu, Lu, and Xu, 2011), also uses
BoW of local and global terms weighted by TF-
IDF. It adds a topic capturing method to create a
Hit List of shared high weighted tokens for each
cluster obtaining better results than WePS-1 par-
ticipants. IRST-BP system (Popescu and Magna-
ni, 2007), the third in WePS-1 participant ran-
king, proposes a method based in the hypothesis
that appropriated n-grams characterize a person
and makes extensive use of NE and other featu-
res as temporal expressions. PSNUS system (El-
macioglu et al., 2007) use a large number of dif-
ferent features including tokens, NE, hostnames
and domains, and n-gram representation of the
URL links of each web page. (Artiles, Amigó,
and Gonzalo, 2009a) studies, using also the co-
llections WePS-1 and WePS-2, the role of seve-
ral features as NE, n-grams or noun phrases for
this task reformulating this problem as a classifi-
cation task. In their conclusions, they claim that
using NE does not provide substantial improve-
ment than using other combination of features
that do not require linguistic processing (snip-
pet tokens, n-grams, ...). They also present re-
sults applying only n-grams of different length,
claiming that n-grams longer than 2 are not ef-
fective, but bigrams improves the results of to-
kens. On the other hand, the WePS-3 best sys-
tem, YHBJ (Chong and Shi, 2010), uses informa-
tion extracted manually from Wikipedia adding

Agustín D. Delgado, Raquel Martínez, Soto Montalvo, Víctor Fresno

52

Agustín D. Delgado, Raquel Martínez, Soto Montalvo, Víctor Fresno

52



to BoW and NE weighted by TF-IDF.
Regarding the clustering algorithms, looking

at WePS campaigns results, the top ranked sys-
tems have in common the use of the Hierarchi-
cal Agglomerative Clustering algorithm (HAC)
described in (Manning, Raghavan, and Schütze,
2008). Different versions of this algorithm were
used by (Chen and Martin, 2007; Chen, Yat Mei
Lee, and Huang, 2009; Elmacioglu et al., 2007;
Liu, Lu, and Xu, 2011; Balog et al., 2009; Chong
and Shi, 2010).

The only system that does not use training da-
ta, DAEDALUS (Lana-Serrano, Villena-Román,
and González-Cristóbal, 2010), which uses k-
Medoids, got poor results in WePS-3 campaign.
In short, the successful state of the art systems
need some kind of supervised learning using trai-
ning data or fixing parameters manually. In this
paper we explore and propose an approach to ad-
dress this problem by means of data-driven tech-
niques without the use of any kind of supervision.

3 Proposed Approach
We distinguish two main phases in this clustering
task: web page representation (Sections 3.1 and
3.2) and web page grouping (Sections 3.3 and
3.4).

3.1 Feature Selection
The aim of this phase is to extract relevant infor-
mation that could identify an individual. Several
of the state of the art systems use word n-grams
to represent the whole or part of the information
of a web page. Our main assumption is that co-
occurrences of word n-grams, particularly of ca-
pitalized words, could be an effective representa-
tion in this task. We assume the main following
hypotheses:

(i) Capitalized n-grams co-occurrence could
be a reliable way for deciding when two web
pages refer the same individual. Capitalized n-
grams usually are NE (organizations and com-
pany names, locations or other person names re-
lated with the individual) or information not de-
tected by some NE recognizers as for example,
the title of books, films, TV shows, and so on.
In a previous study with WePS-1 training cor-
pus using the Stanford NER2 to annotate NE, we
detected that only 55.78 % of the capitalized to-
kens were annotated as NE or components of a
NE by the NER tool. So the use of capitalized
tokens allows increase the number of features in

2http://nlp.stanford.edu/software/CRF-NER.shtml

connection to the use of only NE. We also com-
pared the n-gram representation with capitalized
tokens and with NE. We found that 30.97 % of
the 3-grams composed by capitalized tokens we-
re also NE 3-grams, and 25.64 % of the 4-grams
composed by capitalized tokens were also NE 4-
grams. So also in the case of n-grams the use of
capitalized tokens increases the number of featu-
res compared to the use of only NE.

(ii) If two web pages share capitalized n-
grams, the higher is the value of n, the more pro-
bable the two web pages refer to the same indivi-
dual. We define “long enough n-grams” as those
compose by at least 3 capitalized tokens.

Thus, a web page W is initially represented
as the sequence of tokens starting in uppercase,
in the order as they appear in the web page. Noti-
ce that some web pages could not be represented
with this proposal because all their content was
written in lowercase. In the case of the collec-
tions that we describe in Section 4.1, 0.66 % of
the web pages are not represented for this reason.

3.2 Weighting Functions
We test the well known TF and TF-IDF fun-
ctions, and z-score (Andrade and Medina, 1998).
The z-score of an n-gram a in a web page Wi is
defined as follows:

z-score(a,Wi) =
TF (a,Wi)−µ

σ

where TF (a,Wi) is the frequency of the n-
gram a in Wi; µ is the mean frequency of the
n-gram a in the background set; and σ is the de-
viation of the n-gram a in the background set. In
this context the background set is the set of web
pages that share the person name. This score gi-
ves an idea of the distance of the frequency of an
n-gram in a web page from the general distribu-
tion of this n-gram in the background set.

3.3 Similarity Functions
To determine the similarity between two web pa-
ges we try the cosine distance, a widely measu-
re used in clustering, and the weighted Jaccard
coefficient between two bags of n-grams defined
as:

W.Jaccard(Wn
i ,Wn

j ) =

∑
k
min(m(tnki

, i),m(tnkj
, j))∑

k
max(m(tn

ki
, i),m(tn

kj
, j))

where the meaning of m(tnki , i) is explained in
Section 3.4. Since weighted Jaccard coefficient
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needs non-negative entries and we want the cosi-
ne similarity of two documents to range from 0
to 1, we translate the values of the z-score so that
they are always non-negative.

3.4 Algorithm
The algorithm UPND (Unsupervised Person
Name Disambiguator) can be seen in Algo-
rithm 1.

UPND algorithm receives as input a set
of web documents with a mention to the same
person name, let be W = {W1,W2, . . . ,WN},
and starts assigning a cluster Ci for each docu-
ment Wi. UPND also receives as input a pair
of positive integer values r1 and r2, such that
r2 ≥ r1, specifying the range of values of n in
the n-grams extracted from each web document.
In each step of the algorithm we assign to
each web page Wi a bag of n-grams Wn

i =

{(tn1 ,m(tn1 , i)), (t
n
2 ,m(tn2 , i)), . . . , (t

n
ki
,m(tnki

, i))},
where each tnr is a n-gram extracted from
Wi and m(tnr , i) is the corresponding weight
of the n-gram tnr in the web page Wi, being
r ∈ {1, 2, . . . , ki}. In Algorithm 1 the function
setNGrams(n,W) in line 6 calculates for
each web page in the set W its bag of n-grams
representation. Sim(Wn

i ,W
n
j ) in line 9 refers to

the similarity between web pages Wi and Wj .
To decide when two web pages refer the same

individual we propose a threshold γ. This thres-
hold takes into account two factors: the number
of n-grams shared by the web pages and the size
of both web pages. For each pair of web pages re-
presented as bag of n-grams, let be Wn

i and Wn
j ,

we define the following thresholds:

γmax(W
n
i ,W

n
j ) =

min(ki, kj)− shared(Wn
i ,W

n
j )

max(ki, kj)

γmin(W
n
i ,W

n
j ) =

min(ki, kj)− shared(Wn
i ,W

n
j )

min(ki, kj)

where ki and kj are the number of n-grams of
Wi and Wj respectively, and shared(Wn

i ,W
n
j )

is the number of n-grams shared by those web
pages, i.e. shared(Wn

i ,W
n
j ) = |Wn

i ∩Wn
j |. No-

tice that shared(Wn
i ,W

n
j ) is superiorly limited

by min(ki, kj).
These thresholds hold two desirable proper-

ties: (i) The more n-grams are shared by Wi and
Wj , the lower the threshold is, so the clusteri-
ng condition of the algorithm is less strict. (ii)
It avoids the penalization due to big differences
between the size of the web pages.

γmin benefits the grouping of those web pa-
ges that are subsets of other bigger web pages.

However, this can lead to a mistake when a small
web page is similar to part of other bigger one,
but that belongs to different persons. Then, we
try to balance this effect by including also γmax.
The final threshold is the arithmetic mean of the
previous functions:

γavg(W
n
i ,Wn

j ) =
γmax(Wn

i ,Wn
j ) + γmin(W

n
i ,Wn

j )

2

what avoids giving advantage to web pages
according to their size. We tested these three th-
reshold and γavg shows a behavior more indepen-
dent of the size of the n-grams, the similarity fun-
ctions and the weighting functions.

Thus, two web pages Wi and Wj re-
fer to the same person if Sim(Wn

i ,W
n
j ) ≥

γavg(W
n
i ,W

n
j ), so Ci = Ci ∪ Cj (lines 9, 10

and 11).
The algorithm has three input parameters: W ,

the set of web pages with the same person name,
and r1 and r2 that allows the algorithm to iterate
this process for r1-grams to r2-grams.

This algorithm is polynomial and has a
computational cost in O(N2), where N is the
number of web pages.

Algorithm 1 UPND( W, r1, r2)

Require: Set of web pages that shared a person name
W= {W1,W2, ...,WN}, r1, r2 ≥ 1 such that
r2 ≥ r1

Ensure: Set of clusters C = {C1, C2, ..., Cl}
1: for n = 1 to N do
2: Ci = {Wi}
3: end for
4: C = {C1, C2, ..., CN}
5: for n = r1 to r2 do
6: setNGrams(n,W)
7: for i = 1 to N do
8: for j = i+ 1 to N do
9: if Sim(Wn

i ,W
n
j ) ≥ γavg(W

n
i ,W

n
j )

then
10: Ci = Ci ∪ Cj

11: C = C \{Cj}
12: end if
13: end for
14: end for
15: end for
16: return C

4 Experiments
In this section we present the corpora of web pa-
ges, the experiments carried out and the results.
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4.1 Web People Search Collections
WePS is a competitive evaluation campaign that
proposes several tasks including resolution of
disambiguation on the Web data. In particular,
WePS-1, WePS-2 and WePS-3 campaigns provi-
de an evaluation framework consisting in several
annotated data sets composed of English person
names.

In these experiments we use WePS-1 (Artiles,
Gonzalo, and Sekine, 2007) test corpus compo-
sed by 30 English person names and the top 100
search results from Yahoo! search engine; WePS-
2 (Artiles, Gonzalo, and Sekine, 2009b) contai-
ning 30 person names and the top 150 search
results from Yahoo! search engine; and WePS-3
(Artiles et al., 2010) with 300 person names and
the top 200 search results from Yahoo!

4.2 Results and Discussion
We present our results for all the corpora com-
paring them with the state of the art systems. The
figures in the tables are macro-averaged, i.e., they
are calculated for each person name and then ave-
raged over all test cases. The metrics used in this
section are the BCubed metrics defined in (Bag-
ga and Baldwin, 1998): BCubed precision (BP ),
BCubed recall (BR) and their harmonic mean
F0,5(BP/BR). (Artiles, 2009) showed that the-
se metrics are accurate for clustering tasks, par-
ticularly for person name disambiguation in the
Web.

We use the Wilcoxon test (Wilcoxon, 1945)
to detect statistical significance in the differen-
ces of the results considering a confidence le-
vel of 95 %. In order to compare our algorithm
with the WePS better results using the Wilcoxon
test, the samples consist in the pairs of values
Fα=0,5(BP/BR) of each system for each per-
son name.

In order to evaluate our representation ap-
proach we first run our algorithm representing
the web pages with the n-grams considering
all the tokens. Table 1 shows the results of
UPND algorithm representing the web pages
with 4-grams (UPND(W, 4, 4)) and 3-grams
(UPND(W, 3, 3)). Previous experiments using
bigrams showed that they are less suitable for this
approach. For the representation of W we dis-
card those n-grams that only appear in one do-
cument. The figures shows that, in general, the
results obtained with 4-grams outperform those
with 3-grams. Weighted Jaccard similarity seems
to be more independent of the weighting fun-

ctions than Cosine. On the other hand, most of
the times Cosine gets its best scores when it is ap-
plied with z-score. Notice that Jaccard obtains an
improvement of the Recall results, whereas Co-
sine gets better Precision results. The significan-
ce test comparing the best scores for Jaccard and
Cosine (TF with Jaccard, z-score with Cosine)
shows that there are not significant differences.
In this case the representation with all 4-grams
obtains high Precision scores, whereas the repre-
sentation with 3-grams increase Recall but with
too low Precision scores.

Then we carried out the same experiments but
representing the web pages with capitalized n-
grams. Table 2 shows these results. In this ca-
se, the figures shows that, in general and con-
trary to the previous experiments, it is not ob-
vious which size of n works the best. The signifi-
cance test comparing the best scores for each size
of n: 4-grams with z-score and Jaccard, and 3-
grams with z-score and Cosine shows that there
are not significant differences. Thus, given than
the representation with 3-grams is less expensive
that the one with 4-grams we selected the for-
mer. Focussing on 3-grams, the significance test
comparing the best scores for Jaccard and Cosi-
ne (TF with Jaccard, z-score with Cosine) shows
that only with the WePS-3 data set there is a sig-
nificant difference in favor of z-score+Cosine.

Since we consider that in this task is more re-
levant Precision than Recall, as we want to ha-
ve groups of mostly true positives (web pages of
the same individual), we select the combination
of z-score as weighting function and cosine as
similarity function as the most suitable combina-
tion for our algorithm. Therefore we use it in the
following experiments.

Finally, comparing the selected representation
with all the n-grams (4-grams, z-score, cosine)
with the selected one for capitalized n-grams
(3-grams, z-score, cosine) the significance test
shows that only there is a significance differen-
ce with WePS-1 data set in favor of the repre-
sentation with all the n-grams. Thus, we consi-
der that the representation only with capitalized
n-grams is competitive, since it obtains compara-
ble results to those obtained with all the n-grams,
with the advantage of being more efficient both in
space and time.

Table 3 shows the results of UPND with
WePS-1 test, WePS-2 and WePS-3 corpora in
addition to the top ranking systems of the
campaigns, and also the results obtained by
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WePS-1 WePS-2 WePS-3
BP BR F0,5(BP/BR) BP BR F0,5(BP/BR) BP BR F0,5(BP/BR)

4-grams

W. Jaccard
TF 0.86 0.75 0.79 0.90 0.72 0.79 0.62 0.57 0.54

z-score 0.85 0.75 0.79 0.9 0.73 0.79 0.61 0.58 0.54
TF-IDF 0.86 0.75 0.79 0.90 0.72 0.79 0.62 0.57 0.54

Cosine
TF 0.90 0.70 0.78 0.95 0.63 0.74 0.70 0.47 0.52

z-score 0.89 0.71 0.78 0.95 0.67 0.77 0.69 0.50 0.53
TF-IDF 0.90 0.69 0.77 0.95 0.57 0.7 0.72 0.44 0.51

3-grams

W. Jaccard
TF 0.58 0.87 0.68 0.68 0.89 0.76 0.36 0.81 0.45

z-score 0.57 0.88 0.67 0.68 0.89 0.75 0.35 0.82 0.45
TF-IDF 0.58 0.87 0.68 0.68 0.89 0.76 0.36 0.81 0.45

Cosine
TF 0.69 0.8 0.73 0.78 0.81 0.78 0.46 0.66 0.49

z-score 0.66 0.83 0.72 0.78 0.84 0.8 0.44 0.71 0.49
TF-IDF 0.7 0.79 0.73 0.78 0.76 0.75 0.48 0.63 0.49

Table 1: Results of UPND algorithm for WePS test data sets using all the n-grams.

WePS-1 WePS-2 WePS-3
BP BR F0,5(BP/BR) BP BR F0,5(BP/BR) BP BR F0,5(BP/BR)

4-grams

W. Jaccard
TF 0.89 0.67 0.76 0.95 0.69 0.79 0.68 0.51 0.53

z-score 0.89 0.67 0.76 0.93 0.69 0.79 0.67 0.52 0.54
TF-IDF 0.89 0.67 0.76 0.95 0.69 0.79 0.68 0.51 0.53

Cosine
TF 0.93 0.63 0.75 0.96 0.60 0.72 0.74 0.44 0.51

z-score 0.92 0.65 0.76 0.96 0.63 0.75 0.73 0.46 0.52
TF-IDF 0.93 0.63 0.74 0.96 0.59 0.71 0.74 0.44 0.51

3-grams

W. Jaccard
TF 0.72 0.78 0.73 0.81 0.83 0.81 0.46 0.70 0.50

z-score 0.70 0.79 0.73 0.8 0.84 0.81 0.45 0.72 0.50
TF-IDF 0.72 0.78 0.73 0.81 0.83 0.81 0.46 0.70 0.50

Cosine
TF 0.78 0.73 0.74 0.85 0.76 0.79 0.56 0.59 0.52

z-score 0.76 0.76 0.75 0.85 0.79 0.81 0.54 0.62 0.52
TF-IDF 0.78 0.75 0.75 0.86 0.75 0.79 0.57 0.57 0.52

Table 2: Results of UPND algorithm for WePS test data sets using capitalized n-grams.

HAC Topic system in the case of WePS-1. We in-
clude the results obtained by three unsupervised
baselines called ALL IN ONE, ONE IN ONE
and Fast AP. ALL IN ONE provides a clusteri-
ng solution where all the documents are assigned
to a single cluster, ONE IN ONE returns a clus-
tering solution where every document is assigned
to a different cluster, and Fast AP applies a fast
version of Affinity Propagation described in (Fu-
jiwara, Irie, and Kitahara, 2011) using the fun-
ction TF-IDF to weight the tokens of each web
page, and the cosine distance to compute the si-
milarity.

Our algorithm UPND outperforms WePS-1
participants and all the unsupervised baselines
described before. HAC Topic also outperforms
the WePS-1 top participant systems and our al-
gorithm. This system uses several parameters ob-
tained by training with the WePS-2 data set: to-
ken weight according to the kind of token (terms
from URL, title, snippets, . . . ) and thresholds

used in the clustering process. Note that WePS-
1 participants used the training corpus provided
to the campaign, the WePS-1 training data, so
in this case the best performance of HAC Topic
could be not only due to the different approach,
but also because of the different training data set.

UPND obtains significative better results
than the WePS-1 top participant results, and
HAC Topic obtains significative better results
than it according to the Wilcoxon test. UPND
obtains significative better results than IRST-BP
system (the third in the WePS-1 ranking), also
based on the co-ocurrence of n-grams.

Regarding WePS-2 we add in Table 3 two ora-
cle systems provided by the organizers. The ora-
cle systems use BoW of tokens (ORACLE 1) or
bigrams (ORACLE 2) weighted by TF-IDF, de-
leting previously stop words, and later applying
HAC with single linkage with the best thresholds
for each person name. We do not include the re-
sults of the HAC Topic system since it uses this
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System BP BR F0,5(BP/BR)

WePS-1

(+) HAC Topic 0.79 0.85 0.81 †
(-) UPND (all-4g) 0.89 0.71 0.78 •
(-) UPND (cap-3g) 0.76 0.76 0.75 •
(+)(*) CU COMSEM 0.61 0.83 0.70 †
(+)(*) PSNUS 0.68 0.73 0.70 †
(+)(*) IRST-BP 0.68 0.71 0.69 †
(+)(*) UVA 0.79 0.50 0.61 †
(+)(*) SHEF 0.54 0.74 0.62 †
(-) ONE IN ONE 1.00 0.43 0.57 •
(-) Fast AP 0.69 0.55 0.56 †
(-) ALL IN ONE 0.18 0.98 0.25 •

WePS-2

(+) ORACLE 1 0.89 0.83 0.85 •
(+) ORACLE 2 0.91 0.81 0.85 •
(+)(*) PolyUHK 0.87 0.79 0.82
(+)(*) ITC-UT 1 0.93 0.73 0.81
(-) UPND (cap-3g) 0.85 0.79 0.81 •
(+)(*) UVA 1 0.85 0.80 0.81
(-) UPND (all-4g) 0.95 0.67 0.77 •
(+)(*) XMEDIA 3 0.82 0.66 0.72 †
(+)(*) UCI 2 0.66 0.84 0.71 †
(-) ALL IN ONE 0.43 1.00 0.53 •
(-) Fast AP 0.80 0.33 0.41 †
(-) ONE IN ONE 1.00 0.24 0.34 •

WePS-3

(+)(*) YHBJ 2 0.61 0.60 0.55
(-) UPND (cap-3g) 0.54 0.62 0.52 •
(+)(*) AXIS 2 0.69 0.46 0.50 †
(-) UPND (all-4g) 0.44 0.71 0.49 •
(+)(*) TALP 5 0.40 0.66 0.44 †
(+)(*) RGAI AE 1 0.38 0.61 0.40 †
(+)(*) WOLVES 1 0.31 0.80 0.40 †
(-)(*) DAEDALUS 3 0.29 0.84 0.39 †
(-) Fast AP 0.73 0.30 0.38 †
(-) ONE IN ONE 1.00 0.23 0.35 •
(-) ALL IN ONE 0.22 1.00 0.32 •

Table 3: Result of UPND and the top state of the
art systems with WePS corpora: (+) means sys-
tem with supervision; (-) without supervision and
(*) campaign participant. Significant differences
between UPND and other systems are denoted
by (†); (•) means that in this case the statistical
significance is not evaluated.

data set for training their algorithm.
The significance test shows that the top

WePS-2 systems PolyUHK, UVA 1 and ITC-
UT 1 obtain similar results than UPND(cap −
3g), however they use some kind of supervision.
The results of all these systems are the closest to
the oracle systems, which know the best thres-
holds for each person name.

In the case of WePS-3, the organizers did not
consider for evaluation the whole clustering solu-
tion provided by the systems like in previous edi-
tions, but only checks the accuracy of the clus-
ters corresponding to two selected individuals
per person name. In this case, the first two sys-
tems YHBJ 2 and UPND(cap− 3g) do not ha-
ve significant differences in their results. Notice
that YHBJ 2 system makes use of concepts ex-
tracted manually from Wikipedia. UPND also
obtains significative better results than DAEDA-
LUS 3, the only one participant that does not use
training data.

(Artiles, Amigó, and Gonzalo, 2009a) applied
HAC algoritm over n-grams of length 2 to 5 get-
ting similar results of precision than UPND but

very low recall scores. This means that applying
HAC only over n-grams is not a good choice and
UPND takes more advantage of these features.

After all these experiments, we can conclude
that our approach gets the best results of all the
completely unsupervised approaches. Moreover,
the precision scores for all collections are very
high and confirm that our approach is accura-
te to get relevant information for characterizing
an individual. We also obtain competitive recall
results, what lead to a competitive system that
carries out person name disambiguation in web
search results without any kind of supervision.

5 Conclusions and Future Work

We present a new approach for person name di-
sambiguation of web search results. Our method
does not need training data to calculate thres-
holds to determine the number of different indi-
viduals sharing the same name, or whether two
web pages refer to the same individual or not.
Although supervised approaches have been suc-
cessful in many NLP and IR tasks, they require
enough and representative training data to gua-
ranty consistent results for different data collec-
tions, which requires a huge human effort.

The proposed algorithm provides a clusteri-
ng solution for this task by means of data-driven
methods that do not need learning from training
data. Our approach obtains very competitive re-
sults in all the data sets compared with the best
state of the art systems. It is based on getting
reliable information for disambiguating, particu-
larly long n-grams composed by uppercase to-
kens. According to our results, this hypothesis
has shown successful, getting high precision va-
lues and acceptable recall scores. Anyway, we
would like to improve recall results without lo-
sing of precision, filter out noisy capitalized n-
grams, and build an alternative representation for
web pages containing all their tokens in lowerca-
se.

Person name disambiguation has been mainly
addressed in a monolingual scenario, e.g. WePS
corpora are English data sets. We would like to
address this task in a multilingual scenario. Alt-
hough search engines return their results taking
into account the country of the user, with some
queries we can get results written in several lan-
guages. This scenario has not been considered by
the state of the art systems so far.

An unsupervised Algorithm for Person Name Disambiguation in the Web
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