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Abstract: Health literacy has become an increasingly important skill for citizens
to make health-relevant decisions in modern societies. Technology to support text
accessibility is needed to help people understand information about their health con-
ditions. This paper presents a transfer learning approach implemented with BART
(Bidirectional AutoRegressive Transformers), a sequence-to-sequence technique that
is trained as a denoising autoencoder. To accomplish this task, pre-trained models
have been fine-tuned to simplify Spanish texts. Since fine tuning of language models
requires sample data to adapt it to a new task, the process of creating of a synthetic
parallel dataset of Spanish health-related texts is also introduced in this paper. The
results on the test set of the fine-tuned models reached SARI values of 59.7 in a
multilingual BART (mBART) model and 29.74 in a pre-trained mBART model for
the Spanish summary generation task. They also achieved improved readability of
the original texts according to the Inflesz scale.
Keywords: lexical simplification, Spanish, language models, Spanish, multilingual
BART.

Resumen: La alfabetización sanitaria se ha convertido en una habilidad cada vez
más importante para que los ciudadanos tomen decisiones sobre su salud en las so-
ciedades modernas. Para ayudar a las personas a comprender la información sobre
su estado de salud, es necesaria una tecnoloǵıa que facilite la accesibilidad de los tex-
tos. Este art́ıculo presenta un enfoque de transfer learning implementado con BART
(Bidirectional AutoRegressive Transformers), una técnica sequence-to-sequence que
se entrena como un autoencoder de eliminación de ruido. Para llevar a cabo esta
tarea, se han ajustado modelos preentrenados para simplificar textos en español.
Dado que el ajuste de los modelos lingǘısticos requiere datos de muestra para adap-
tarlos a una nueva tarea, en este art́ıculo también se presenta el proceso de creación
de un conjunto de datos paralelos sintéticos de textos en español relacionados con
la salud. Los resultados en el conjunto de prueba de los modelos afinados alcan-
zaron valores SARI de 59,7 en un modelo multilingual BART (mBART) y 29,74
en un modelo mBART pre-entrenado para la tarea de generación de resumenes en
español. Además lograron mejorar la legibilidad de los textos originales según la
escala de Inflesz.
Palabras clave: Simplificación léxica, modelos del lenguaje, Español, BART mul-
tilingüe.

1 Introduction

Nowadays, the average citizen has access to
much more information through the Internet
than at any other time in history with a high
impact on most people’s daily lives. How-

ever, this information may have been writ-
ten in a form that makes the content hard to
understand (Saggion et al., 2015). Difficulty
with texts on the Internet can affect a wide
range of people such as deaf people, illiterate
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people, second language learners, and peo-
ple with intellectual disabilities, among oth-
ers (Moreno, Alarcon, and Mart́ınez, 2020).

One of the most difficult content to un-
derstand is health-related content because
of the excessive use of abbreviations, in-
complete sentences, and specific terminology.
Poor health literacy is a limiting factor that
prevents patients from making well-informed
health decisions, which can result in high
costs for both healthcare institutions and the
patient (Kauchak, Apricio, and Leroy, 2022).

Following this issue, there are standards
and guidelines (UNE, 2018; Plainlanguage,
2017b; Plainlanguage, 2017a) that provide
accessibility requirements and criteria to
make the textual content more cognitively
accessible, through the application of easy-
to-read and plain language guidelines. For
example, these requirements indicate that a
text must be written in an active voice, use
everyday words and/or use short sentences as
much as possible. All these requirements and
criteria are defined to provide a familiar and
simple vocabulary used in texts in Plain Lan-
guage. Nonetheless, this issue is difficult to
address.

There are ways to follow these directives
and manually deal with this problem. For in-
stance, some websites offer simplified versions
of their original content oriented to their tar-
get users 12. However, this is a time consum-
ing task. Therefore, over the years, different
proposals to provide an automatic solution to
this problem have emerged, the most promi-
nent of which is Natural Language Process-
ing (NLP) techniques (Alarcon, Moreno, and
Mart́ınez, 2021; Alarcón Garćıa, 2022).

This article proposes a transfer learning
method to simplify Spanish texts with med-
ical content. To achieve this, a state-of-the-
art approach is presented, by fine-tuning mul-
tilingual BART models (Tang et al., 2020)
with parallel data to lexical simplification of
Spanish health-related content. This strat-
egy was chosen because it has achieved state-
of-the-art results in a diverse set of gener-
ation tasks (Martin et al., 2020) and out-
performs Text-to-Text transfer transformers
(T5) models of comparable size (Lewis et al.,
2019).

1https://plenainclusionmadrid.org/blog/etapa-
educativa-inclusion/

2https://plenainclusionmadrid.org/blog/reclutador-
discapacidad-intelectual/

The contributions of this paper can be
outlined as follows:

• Creation of a Spanish synthetic parallel
resource for the training and validation
of simplification methods in the health
domain. This resource contains pairs of
original sentences related to simplified
ones.

• Proposal of fine-tuning two mBART
models for text-to-text generation, with
the aim of simplifying Spanish health-
related texts.

2 Related Work

Text simplification is the process of lexi-
cally and/or syntactically modifying a text
to produce a simple version of the original
text (Al-Thanyyan and Azmi, 2021), pre-
serving its original meaning. Text simpli-
fication could benefit a wide range of peo-
ple, to mention a few, may include sec-
ond language learners (Paetzold and Specia,
2016b) or people with some type of disability,
such as autism (Barbu et al., 2015), dyslexia
(Wilkens, Oberle, and Todirascu, 2020) or
some type of intellectual disability (Saggion
et al., 2015; Alarcon, Moreno, and Mart́ınez,
2021).

Over the years, resources to support train-
ing and/or evaluation of automatic text
simplification algorithms have been shared.
These resources belong either in a gen-
eral domain such as resources with con-
tent from Wikipedia articles (Yimam et al.,
2018; Ferrés and Saggion, 2022a) or other re-
sources with a specific domain, such as re-
sources with a medical vocabulary (Campil-
los Llanos et al., 2022). Additionally, there
have been evaluation campaigns aimed at
providing a solution to this task in a mod-
ular way (Truică, Stan, and Apostol, 2022),
such as workshops that aimed to foster re-
search on the detection of unusual words in a
given text (Paetzold and Specia, 2016a; Yi-
mam et al., 2017), others that focused in
ranking words according to their complexity
(Shardlow et al., 2021) and competitions that
aimed to propose replacements for unusual
words or phrases (McCarthy and Navigli,
2007). Other works presented strategies us-
ing parallel resources, as in the work of (Zhu,
Bernhard, and Gurevych, 2010) who pro-
posed a complex word identification trans-
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EASIER
Sentence Substitutes

EASIER

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas patoloǵıas. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous pathologies.)

enfermedades (diseases), dolencias (afflictions),
trastornos (disorders)

Sentence Simple version

Paralell
Instance

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas patoloǵıas. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous pathologies.)

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas enfermedades. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous diseases.)

Paralell
Instance

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas patoloǵıas. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous pathologies.)

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas dolencias. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous afflictions.)

Paralell
Instance

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas patoloǵıas. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous pathologies.)

El tabaquismo constituye el principal problema de salud
pública prevenible en los páıses desarrollados siendo un
factor determinante de numerosas transtornos. (Smoking
is the main preventable public health problem in developed
countries and is a determining factor in numerous disorders.)

EASY-DPL
Sentence Target Word - Substitutes

Easy-DPL

En pacientes con esquizofrenia la incidencia de acatisia fue de
6,2% para aripiprazol y de 3,0% para placebo. (In patients with
schizophrenia, the incidence of akathisia was 6.2% for
aripiprazole and 3.0% for placebo.)

acatisia (akathisia) -
incapacidad de quedarse quieto (inability to remain still)

Easy-DPL

lteraciones gastrointestinales: Frecuente (1% y <10%): dolor
abdominal, diarrea, dispepsia, náuseas y vómitos. (Gastrointestinal
alterations: Frequent (1% and <10%): abdominal pain, diarrhea,
dyspepsia, nausea and vomiting.)

dispepsia (dyspepsia) -
enfermedades del estómago (diseases of the stomach)

Sentence Simple version

Paralell
Instance

En pacientes con esquizofrenia la incidencia de acatisia fue de 6,2%
para aripiprazol y de 3,0% para placebo. (In patients with
schizophrenia, the incidence of akathisia was 6.2% for aripiprazole
and 3.0% for placebo.)

En pacientes con esquizofrenia la incidencia de incapacidad
de quedarse quieto fue de 6,2% para aripiprazol y de 3,0%
para placebo. (In patients with schizophrenia, the incidence
of inability to stay still was 6.2% for aripiprazole and 3.0%
for placebo.)

Paralell
Instance

Alteraciones gastrointestinales: Frecuente (1% y <10%): dolor
abdominal, diarrea, dispepsia, náuseas y vómitos. (Gastrointestinal
alterations: Frequent (1% and <10%): abdominal pain, diarrhea,
dyspepsia, nausea and vomiting.)

..Alteraciones gastrointestinales: Frecuente (1% y <10%):
dolor abdominal, diarrea, enfermedades del estómago,
náuseas y vómitos. (Gastrointestinal alterations: Frequent
(1% and <10%): abdominal pain, diarrhea, diseases of the
stomach, nausea and vomiting.)

Table 1: EASIER and EASY- DPL corpora substitutes dataset examples.

lation method with a tree-based simplifica-
tion model trained on a parallel Wikipedia
and simple Wikipedia dataset. A prominent
project for the Spanish language is the Sim-
plext project (Saggion et al., 2015), where a
parallel resource was generated in Spanish to
reduce the syntactic complexity of texts.

A recent competition is CLEF-2022,
where three tasks focused on the automatic
simplification of scientific texts were pro-
posed. Of these tasks we can highlight tasks
2 and 3, where the teams with the best re-
sults were based on the use of language mod-
els in their strategies. Task 2 consisted in
the detection of terms in a text that requires
an explanation for the whole text to be un-
derstood (Ermakova et al., 2022a). Partic-
ipants obtained a train set of 453 examples
annotated with difficulty scales and a test
set of 116763 sentences, where each partic-
ipant had to determine a score for the dif-
ficulty of the term in the target text. Ap-
proaches based on IDF (Inverse Document
Frequency) term weighting (Mostert et al.,

2022), approaches based on semantic simi-
larity complemented by different lexical and
syntactic features (Huang and Mao, 2022),
and finally, methods based on transfer learn-
ing (Talec-Bernard, 2022) were presented.
Task 3 aimed at generating simplified ver-
sions of scientific texts (Ermakova et al.,
2022b). Participants were given 648 paral-
lel sentences to develop their architectures,
and to validate them, they obtained a test
set of 116724 instances to be evaluated by
the organizers. Transfer learning-based ap-
proaches were presented, where models were
fine-tuned with the task data and other ex-
isting English language corpora (Monteiro,
Aguiar, and Araújo, 2022). A similar ap-
proach to the one proposed in this paper was
described in (Rubio and Mart́ınez, 2022) by
fine-tuning a BART model to simplify sen-
tences. This method was highlighted by the
task organizers as it showed that tasks 2 and
3 of the competition are largely related.

In addition, in the Shared Task on Lexi-
cal Simplification (TSAR 2022) (Saggion et
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al., 2023) for English, Portuguese and Span-
ish languages, given a sentence/context and
a complex target word, participants had to
generate up to 10 possible substitutes ordered
by simplicity. To perform this task, the orga-
nizers shared different resources for the train-
ing and/or validation of systems. ALEXSIS
(Ferrés and Saggion, 2022a) dataset, which
contains open domain terms, was used in the
case of Spanish language. Prior to the pub-
lication of the task, the authors of this work
experimented with this resource to rank sub-
stitutes for target words, achieving an accu-
racy score of 0.51 (Alarcón Garćıa, 2022).
However, since the objective of this work is
to simplify medical terms, a specific medical
domain resource is proposed to train/validate
the methods described in this work.

Research with BART out of competi-
tions has been also published recently, as
(Cumbicus-Pineda et al., 2022) outperforms
other approaches in three different En-
glish datasets using several language mod-
els, trained with complex sentences to predict
simple sentences and others trained with sim-
ple sentences to predict complex sentences,
achieving higher values in the SARI metric
than other similar approaches. (Chamovitz
and Abend, 2022) described a BART-based
method that also defines a series of simpli-
fication operations based on cognitive sim-
plification guidelines, improving the perfor-
mance compared to a baseline model in a
dataset for the English language. Some of
these operations consisted of ambiguity re-
duction, rephrasing, summarizing, reordering
or deleting paragraphs. The work of (Štajner,
Sheang, and Saggion, 2022) presented a sen-
tence simplification approach by experiment-
ing with transformer models for text simplifi-
cation such as BART and T5 combined with
control mechanisms, achieving results com-
parable to other previous systems.

This paper is based on metrics and meth-
ods from BART’s previously described work
and presents a text-to-text generation ap-
proach by fine-tuning two mBART models
for the task of text simplification. To ac-
complish this task, this paper also describes
the process of creating a synthetic Spanish
resource containing lexical modifications to
original sentences.

3 Datasets

This Section briefly describes the data used
to fine-tune the BART language models.
These data are obtained from the EAS-
IER3 and EASY-DPL4 (Segura-Bedmar and
Mart́ınez, 2017) corpora.

3.1 EASIER

The EASIER corpus was created to support
Complex Word Identification (CWI) and
Substitute Generation/Selection (SG/SS)
tasks, two important processes in lexical sim-
plification, targeting an audience with in-
tellectual disabilities. With this objective,
linguistic experts in easy-to-read and sim-
ple language guidelines have annotated 260
news documents on various topics, includ-
ing health news. Currently, this resource has
gathered 8155 complex words and 7894 pro-
posed substitutes.

For the purpose of text simplification,
data from the SG/SS dataset were used
(Alarcon, 2021). EASIER corpus contains
simple alternative substitutes to existing
complex words. To create the instances of
the tuning process, parallel versions are cre-
ated by taking the original sentences, the tar-
get complex word, and the proposed substi-
tutes. As a result, 7894 instances were ob-
tained where for each instance there is a code,
original sentence, and the same original sen-
tence where one or more words have been re-
placed. Table 1 shows examples of the orig-
inal content of the EASIER corpus dataset
and the content of the generated parallel ver-
sions. The datasets of this resource are avail-
able in csv formats.

3.2 EasyDPL

The remaining data used for the experiments
in this article come from the Easy-DPL cor-
pus (easy drug leaflets). This corpus was an-
notated by three annotators trained for their
task, where they annotated the adverse ef-
fects section of 306 medical leaflets, resulting
in 1400 adverse reactions detected along with
their simplest synonym. Table 1 shows exam-
ples of the original content and the generated
parallel versions. This resource is available in
XML and BRAT formats.

3Easier Corpus Repository
github.com/LURMORENO/EASIER CORPUS

4https://github.com/isegura/EasyDPL
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3.3 EASIER-EasyDPL dataset

A Spacy model5 in Spanish was used to gen-
erate the parallel dataset to eliminate dupli-
cate instances, tokenizing, and sentence split-
ting, among other operations. For this ver-
sion of the resource, possible errors in gram-
matical forms were ignored when substituting
a target word in the original sentence. Table
2 shows some statistics between the resources
described above.

Number of instances %
EASIER 7894 86.5
Easy-DPL 1230 13.5
Total 9124 100

Table 2: Number of instances for the EAS-
IER and Easy-DLP resources.

4 Methods and system
description

This Section describes the proposal, which is
based on fine-tuning two pre-trained multilin-
gual BART models from HuggingFace. The
first model (MBART-50)6 is 12 layers mul-
tilingual sequence-to-sequence model trained
on 50 different languages, while the second
model (MBART-ESP)7 is a 12 layer Spanish
language fine-tuned version of the first model
(Tang et al., 2020) with the wiki lingua
dataset8 for the summarization task. The hy-
pothesis behind the choice of these models is
to determine whether the model fine-tuned to
the Spanish language is better at the simpli-
fication task than the base model because it
was trained to better understand the Spanish
language.

BART (Bidirectional AutoRegressive
Transformers), (Lewis et al., 2019), is a
sequence-to-sequence strategy trained as
a denoising autoencoder. This technique
resembles BERT and GPT as it uses a
standard sequence-to-sequence Neural Ma-
chine Translation architecture (transformer)
with a bidirectional encoder (Devlin et al.,
2018) and a left-to-right decoder (Radford
et al., 2018). This model could be fine-tuned
to the simplification problem by taking a
text sequence as input and producing a

5https://spacy.io/models/es
6https://huggingface.co/facebook/mbart-large-50
7https://huggingface.co/eslamxm/MBART-

finetuned-Spanish
8https://huggingface.co/datasets/wiki lingua

text sequence as output. Given a complex
text ’x’ and its references ’y’, a model in
inference time is used to select the sim-
plification that maximizes this probability
(e.g. argmaxyp(y|x)). To train a BART
model, a bidirectional encoder similar to
BERT is used, where spaces are masked
from the input text (adding ”noise”). Also,
autoregressive decoder such as GPT is used,
which reconstructs the original input, using
the output of the encoder and the previous
unmasked tokens.

For the experimentation of this work, the
training data set described in Section 3 was
used to fine-tune the models. The inputs to
the process are the source sentence and the
simplified sentence. Each model tokenizes
each sentence and obtains the embeddings
of the inputs for the transformers. With a
transformer encoder, it is not necessary to
pass each word individually through the in-
put embedding, all words in the sentence are
passed simultaneously and the word embed-
dings are simultaneously determined.

5 Experiments and results

Different experiments were performed with
the data described in Section 3. These data
were randomly divided into three sets with
the help of the sklearn library, a training set
(80%), a dev set (10%), and a test set (10%).
The experiments and resources described in
this article can be found in a public reposi-
tory9. The objective of fine-tuning with this
data is to create models capable of generating
simplifications as close as possible to those
provided by taking into account the lexical
modifications of the synthetic parallel ver-
sions.

The evaluation metrics are the following:

• SARI: Measures the goodness of words
that are added, deleted, and kept by the
predictions. This metric was widely used
in lexical simplification tasks (Xu et al.,
2016).

• ROUGE: Measures the number of
matching n-grams between the model-
generated text and the dataset´s ref-
erences. Because of using generative
models in this work ROUGE is pro-
posed as an evaluation metric. Although
mBART models were fine-tuned with

9https://github.com/ralarcong/BART for simplification
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Perspicuity Inflesz
0-40 Very difficult
40-55 Somewhat difficult
55-65 Normal
65-80 Easy enough
80-100 Very easy

Table 3: Interpretation of Inflesz Scale.

parallel data with lexical changes, they
sometimes seek to reorder the content of
a sentence, especially the MBART-ESP
model, which was previously fine-tuned
for the task of text summarization (Lin,
2004).

• Inflesz Scale: It was chosen to measure
readability levels of the original texts,
the target texts, and those predicted by
the models. This metric, adapted to to-
day’s average Spanish reader, measures
perspicuity, which refers to the level of
clarity and comprehensibility of a text.
Formula 1 shows the calculation of this
metric where S represents the number
of syllables, P the number of words and
F the number of sentences. This met-
ric can be used for any text domain, al-
though it has initially been used in the
healthcare domain to assess the readabil-
ity of informed consent, package leaflets,
and health education materials (Barrio-
Cantalejo et al., 2008). Table 5 describes
the interpretation for every range of val-
ues.

I = 206.835− 62.3S

P
− P

F
(1)

To train each model, different values of
hyperparameters had to be explored. Fortu-
nately, the Fast.ai library10 helped by choos-
ing a learning rate appropriate to the config-
uration set in each minibatch (Smith, 2018).
By defining a ”learner” object, the library is
able to test between different learning rate
values and plot the loss values. Figure 1
shows an example of this, where the learn-
ing rate was chosen before it diverges.

Table 5 shows the experimentation with
the other hyperparameters. It was observed
that the optimal number of epochs for this
experiment was 4 since with more epochs
the model started to overfit the data to the
training data. Figure 2 shows an example of

10https://docs.fast.ai/

Figure 1: Loss value vs learning rate.

the MBART-ESP model, showing the loss in
training and validation at 7 epochs, were at
a higher epoch than the optimum the loss in
training is reduced but the loss in validation
is increased.

Hyperparam. Value Best
# epochs [1,2,3,4,5,6,7] [4]
Batch size [1,2,3] [1]
Max length,
Min length

[(10,30),(10,40),
(15,30),(10,50)]

(10,50)

# beams [3][4][5] [4]

Table 4: List of tested hyperparameters along
with the best choice for the experiment.

Figure 2: Loss value vs epochs.

When testing batch sizes, it was found
that the best results were achieved with the
length of 1, by reducing the potential noise
that arises with increasing length. Also, in-
creasing the batch length demanded more
memory space, so it was decided to give pref-
erence to memory usage. On the other hand,
when experimenting with the minimum and
maximum output lengths, there was a notice-
able change in the results when reducing the
lengths, so the decision was made to keep
the maximum optimal length at 50 words.
Finally, when experimenting with the num-
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ber of beams, it was decided to keep the de-
fault value of 4, since increasing the number
of beams dramatically increased the training
time without obtaining better results.

Once the optimal configuration was ex-
plored, the results shown in Table 5 were ob-
tained with the train set data. The MBART-
ESP model reached Rouge 1, Rouge 2, and
Rouge L scores of 0.622, 0.477, and 0.573 re-
spectively, and a SARI score of 43.68 points.
While the MBART-50 model reached Rouge
1, Rouge 2, and Rouge L scores of 0.859, 0.82,
and 0.858 respectively, and a SARI score of
67.3 points.

Additionally, these models were validated
with the other two sets. Table 5 shows the
results where it can be seen that in the dev
set the MBART-ESP model reached scores
of 0.682, 0.548, 0.635 in the Rouge 1, Rouge
2, and Rouge L metrics respectively, and a
score of 29.175 points in the SARI metric.
While the MBART-50 model reached scores
of 0.928, 0.883, and 0.928 in the Rouge 1,
Rouge 2, and Rouge L metrics respectively,
and a score of 58.555 points in the SARI met-
ric. In the test set the MBART-ESP model
reached scores of 0.675, 0.535, and 0.627 in
the Rouge 1, Rouge 2, and Rouge L met-
rics respectively, and a score of 29.749 points
in the SARI metric. While the MBART-
50 model reached scores of 0.926, 0.881, and
0.925 in the Rouge 1, Rouge 2, and Rouge
L metrics respectively, and a score of 59.777
points in the SARI metric.

The results on these datasets suggest that
because the MBART-ESP model was pre-
viously trained for the summarization task,
in addition to attempting to perform lexical
substitutions it attempts to summarize the
content, thus scoring lower on the Rouge and
SARI metrics than the MBART-50 model,
which has been trained only for the text sim-
plification task. Although ROUGE is not the
most appropriate metric for this simplifica-
tion task, it was used since it allowed the
detection of the difference in the predictions
of both models, being MBART-50 the one
that better performed the necessary lexical
replacements, as could be seen with the SARI
metric.

An important feature of these fine-tuned
models is that they perform the lexical sub-
stitutions for which they were trained. Fur-
thermore, it additionally takes into account
substitutions from other instances and at-

tempts to modify complex words in the en-
tire target sentence. Appendix A, Table A
shows examples of the models input, target,
and prediction. In the first example the tar-
get word to be replaced is expectación (ex-
pectation), however, both models predict a
sentence where the target word and the word
suscitas (suscitas) are replaced by a simpler
substitute.

Different scenarios occur with the second
example. The MBART-50 model performs
the desired lexical substitutions as in exam-
ple 1, but in some instances the MBART-ESP
model attempts to summarize the content
(example 2.1), as it was the model was previ-
ously trained for the task of summarization.
Therefore, it is concluded that for this spe-
cific experimentation, the MBART-50 model
is more appropriate, since it focuses on the
simplification task to which it was trained
(example 2.2).

Finally, to evaluate the readability of the
predictions, in each dataset, the Inflesz met-
ric was calculated along the original sentences
(Source), the simplified sentences (Refer-
ence), and the predictions of the models (Pre-
diction). Table 5 shows this score on every
set, where it can be seen that both models
improved the readability levels of the orig-
inal sentences (Source), and in some cases
surpassed the readability level of the simpli-
fied parallel sentences (Reference), such is the
case of the predictions of the MBART-ESP
model in the Train and Test sets, obtaining a
score of 41.41 and 44.3 respectively. This is
due to the fact that this model tends to sum-
marize, and the predictions are shorter, thus
obtaining a better score than the MBART-
50 model that only performs lexical modifi-
cations.

Since the EASIER-EasyDPL dataset is in-
troduced in this paper, there is no direct way
of comparison with other approaches. How-
ever, Table 5 shows a comparison of our best
result with other works for the English lan-
guage with the SARI metric in task 3 of the
SimpleText@CLEF-2022 workshop. As can
be seen, the results are comparable to those
present in the state of the art, as in (Mon-
teiro, Aguiar, and Araújo, 2022) where they
used a T5 model to perform the text simpli-
fication task reaching 31.26 SARI values on
the workshop’s dataset. Another approach
to this competition presented the tuning of a
BART model for the English text simplifica-
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MBART-ESP
Epoch Train Loss Valid Loss Rouge 1 Rouge 2 Rouge L SARI

0 3.687307 3.640873 0.309830 0.121615 0.244606 -
1 2.434027 2.700396 0.416706 0.219104 0.345381 -
2 1.119833 1.905820 0.571923 0.406836 0.510689 -
3 0.650932 1.837321 0.622281 0.477601 0.573849 43.6808

MBART-50
Epoch Train Loss Valid Loss Rouge 1 Rouge 2 Rouge L SARI

0 1.021594 0.891353 0.679494 0.595874 0.667983 -
1 0.573852 0.563872 0.805591 0.754661 0.802736 -
2 0.371475 0.387605 0.853029 0.812000 0.852026 -
3 0.212017 0.366373 0.859541 0.820185 0.858498 67.3065

Table 5: Train dataset results (4 epochs with optimal configuration).

Dev
Fine-tuned model Rouge 1 Rouge 2 Rouge L SARI
MBART-ESP 0.6821 0.5484 0.6354 29.175
MBART-50 0.9287 0.8837 0.9281 58.555

Test
Fine-tuned model Rouge 1 Rouge 2 Rouge L SARI
MBART-ESP 0.6756 0.5358 0.6276 29.749
MBART-50 0.9261 0.8816 0.9251 59.777

Table 6: Dev and Test datasets results (model trained with optimal configuration).

Src Ref
Pred

M-ESP
Pred
M-50

Train 38.75 40.24 41.41 39.82
Dev 39.21 40.90 39.05 39.73
Test 38.63 40.81 44.30 39.75

Table 7: Inflesz scale results across the
datasets.

System SARI
Our approach 59.7
HULAT@CLEF 47.8

PortLinguE@CLEF 38.1
CLARA-HD@CLEF 37.4

Table 8: SARI values for the English dataset
in the SimpleText workshop.

tion task reaching SARI values of 47.83 (Ru-
bio and Mart́ınez, 2022). In the same com-
petition, the approach of (Menta and Garcia-
Serrano, 2022) presented a transfer learning
method where they combined control tokens
such as word length, paraphrasing or syntac-
tic complexity to help in the predictions of
the COVID-SciBERT model, reaching SARI
values of 37.4 in the workshop’s dataset.

6 Conclusions

This paper presented the process of fine-
tuning two mBART pre-trained models for
text simplification for the Spanish language.
Because this technique requires sample data
for its execution, a new synthetic resource
that includes data from two corpora oriented
to the simplification of Spanish texts contain-
ing health-related terminology is also intro-
duced. This resource was divided into three
subsets for training, adjustment, and valida-
tion of the different fine-tuned models. In the
training and fine-tuning phase, different con-
figurations were experimented with in order
to capture the best similarity to the target
sentences of the sets.

The results in the training dataset shown
the great difference between each pre-trained
model. Similarly, the results of these models
in the dev and test sets showed a great differ-
ence. Therefore, the predictions of both fine-
tuned models were analyzed, where it was
observed that both models lexically modified
the target words in a sentence and also mod-
ified the learned words in other examples,
optimizing the simplification task. But also
the pre-trained model for the summarization
task in some cases tended to reduce the sen-
tence length instead of performing the lexi-
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cal modifications, resulting in lower ROUGE
and SARI scores, but improving on the In-
flesz readability metric. In addition, these
fine-tuned models showed comparable results
in the SARI metric to approaches in a similar
task for the English language.

As future work, it is planned to incor-
porate new resources to the training/fine-
tuning/validation sets containing substitutes
to target words with health-oriented content,
such as the IULA resource (sentences of clin-
ical cases in Spanish)(Marimon, Vivaldi, and
Bel Rafecas, 2017) and also to extend the do-
main of the models with news resources such
as the ALEXSIS dataset (Ferrés and Saggion,
2022b). More resources with plain an easy-
to-read texts written by experts are also nec-
essary to obtain models with better perfor-
mance.

Moreover, as shown in this research, the
tuning process was only performed on two
embedding models, so it would be interesting
to experiment with other multilingual models
of different sizes and/or fine-tuned for other
tasks.
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ó
n
F́
ıs
ic
a
.

(I
n
a
ll
o
f
th

em
y
o
u
a
ro
u
se

g
re
a
t
ex

p
ec
ta
ti
o
n
in

th
e
sc
ie
n
ti
fi
c
co

m
m
u
n
it
y,

w
it
h
w
h
ic
h
y
o
u

co
ll
a
b
o
ra
te

w
it
h
th

e
sp

o
rt
s
m
ed

ic
in
e
d
ep

a
rt
m
en

t
o
f
th

e
N
a
ti
o
n
a
l
In
st
it
u
te

o
f
P
h
y
si
ca

l
E
d
u
ca

ti
o
n
.)

(1
)
E
n
to
d
o
s
el
lo
s
su

sc
it
a
s
g
ra
n
cu

ri
o
si
d
a
d
en

la
co

m
u
n
id
a
d
ci
en

t́ı
fi
ca

,
co

n
la

q
u
e
co

la
b
o
ra
s
en

el
d
ep

a
rt
a
m
en

to
d
e
m
ed

ic
in
a
d
ep

o
rt
iv
a
d
el

In
st
it
u
to

N
a
ci
o
n
a
l
d
e
E
d
u
ca

ci
ó
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m
o
cu

ri
o
si
d
a
d
,
u
n
3
%

re
co

n
o
ci
ó
q
u
e
q
u
eŕ
ıa

co
n
o
ce
r
a
su

s
n
ie
to
s
q
u
e
h
a
b́
ıa
n
n
a
ci
d
o
d
u
ra
n
te

el
co

n
fi
n
a
m
ie
n
to

y
a
lo
s
q
u
e
to
d
a
v́
ıa

n
o
h
a
b́
ıa
n

p
o
d
id
o
v
er
,
y
u
n
2
%

q
u
eŕ
ıa

ce
le
b
ra
r
la

b
o
d
a
d
e
su

s
h
ij
o
s
o
la

C
o
m
u
n
ió
n
d
e
su

s
n
ie
to
s
q
u
e
h
a
b́
ıa

si
d
o
su

sp
en

d
id
a
.
(I
n
a
d
d
it
io
n
to

a
ll
o
f
th

e
a
b
o
v
e
a
n
d
a
s
a
cu

ri
o
si
ty
,
3
%

re
co

g
n
iz
ed

th
a
t
th

ey
w
a
n
te
d
to

m
ee
t
th

ei
r
g
ra
n
d
ch

il
d
re
n
w
h
o
h
a
d
b
ee
n
b
o
rn

d
u
ri
n
g
is
o
la
ti
o
n
a
n
d
w
h
o
m

th
ey

h
a
d
n
o
t
y
et

b
ee
n
a
b
le

to
se
e,

a
n
d
2
%

w
a
n
te
d
to

ce
le
b
ra
te

th
e
w
ed

d
in
g
o
f
th

ei
r
ch

il
d
re
n

o
r
th

e
C
o
m
m
u
n
io
n
o
f
th

ei
r
g
ra
n
d
ch

il
d
re
n
th

a
t
h
a
d
b
ee
n
su

sp
en

d
ed

.)

T
ab

le
9:

E
x
am

p
le
s
of

m
o
d
el
’s

p
re
d
ic
ti
on

s.
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