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Resumen: Este art́ıculo presenta un algoritmo independiente de lengua para la
alineación de corpus paralelo a nivel de documento, de oración y de vocabulario,
tomando como única fuente de información el mismo corpus a alinear. La entrada
es un conjunto de documentos escritos en dos lenguas desconocidas A y B, donde
cada documento en la lengua A tiene su correspondiente traducción a la lengua B.
El problema consiste en: 1) dividir el conjunto de documentos en las dos lenguas;
2) alinear a nivel de documento: determinar qué documento en la lengua A es el
original (o la traducción) de cada documento en la lengua B; 3) alinear a nivel de
oración: determinar qué oración en el original corresponde a qué oración en la tra-
ducción y 4) alinear a nivel del vocabulario: determinar qué palabra en una lengua
es equivalente a cada palabra en la traducción. El algoritmo es iterativo, ya que
utiliza el vocabulario bilingüe resultante para realinear el corpus. La evaluación en
inglés, castellano y francés muestra resultados competitivos en todos los niveles.
Palabras clave: Alineación de corpus paralelo, Extracción de información, tra-
ducción automática

Abstract: This paper presents a language independent algorithm for the align-
ment of parallel corpora at the document, sentence and vocabulary levels using the
to-be aligned corpus itself as the only source of information. The input is a set of
documents written in two unknown languages A and B, where every document in
language A has its corresponding translation into language B. The problem thus
consists of: 1) dividing the set of documents in the two languages; 2) aligning at
the document level to determine which document in language A is the original (or
translation) of each document in language B; 3) aligning at the sentence level to
determine which sentence in the original corresponds to each sentence in the transla-
tion and 4) aligning at the vocabulary level to determine which word in one language
is equivalent to each word in the translation. The algorithm is iterative, using the
resulting bilingual vocabulary to re-align the corpus. Evaluation figures in English,
Spanish and French show competitive results at all levels of the alignment.
Keywords: Parallel Corpus Alignment, Information Extraction, Machine Transla-
tion

1 Introduction

The days of parallel corpus processing proba-
bly started back in 1822, with the deciphering
of the Rossetta stone by Prof. Jean-François
Champollion (Véronis, 2000) and might have
already started to end with the appearance of
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a series of works on extraction of bilingual vo-
cabularies not from parallel but from mono-
lingual corpora (Fung, 1995; Rapp, 1999). At
present, parallel corpus alignment is a well
established field (see Section 2) and it con-
tinues to be the best method to obtain a
clean bilingual vocabulary from corpus. If
various authors have started to explore new
ways of acquiring bilingual vocabularies, it is
not because of the limitations in the preci-
sion of the vocabulary alignment of parallel
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corpus, but because parallel corpora of spe-
cialized domains are still not always easy to
find, even today with the never ending avail-
ability of parallel corpora on the web (Resnik,
1999).

Despite the eventual difficulties in acquir-
ing a parallel corpus of a specific domain,
the fact is that parallel corpora of differ-
ent domains are currently available. Think
of the archives of international organizations
such as the UN, the IMF or the EU. Hav-
ing the possibility to align the parallel cor-
pora produced by these organizations with-
out taking into account the specific charac-
teristics of each language or the coding they
used would mean obtaining lexical resources
of great value at zero cost. In addition, a lan-
guage independent methodology would also
be useful for the alignment of corpus of less
resourced languages.

Overall, this paper presents a system that
can be used to obtain a parallel corpus align-
ment at all levels starting from a set of doc-
uments written in two unknown languages,
each document being the translation (or the
original, an irrelevant difference for the pur-
pose of this paper) of another document of
the same set. The general process consists
thus of the following operations, carried out
sequentially: 1) to separate the documents
of the set in the two languages; 2) to align
the languages at the document level to deter-
mine which document is the translation of the
other; 3) to align them at the sentence level
to determine, within each pair of original-
translation documents, which sentence (or
sentences) in the original corresponds to each
sentence (or sentences) in the translation; 4)
to align them at the vocabulary level to iden-
tify the correspondences between the words
of the two languages; 5) To start again from
step 2 introducing the bilingual vocabulary
obtained in 4 as an additional parameter.

The paper is organized as follows: Section
2 is devoted to previous work on the sub-
ject of parallel corpus alignment. Section 3
presents a basic sketch of the present algo-
rithm and in Section 4 this algorithm is eval-
uated with the alignment of parallel corpora
in English, French and Spanish. Section 5
presents the conclusions and Section 6 draws
some lines of future work.

2 State of the art

In general, the literature on statistical paral-
lel corpus alignment has focused on the sen-
tence and vocabulary levels. The number of
papers in this field rapidly started to grow
since the late eighties, after the seminal work
of Kay and Röschesein (1988), who first in-
troduced the idea of iterating the process of
the alignment at the sentence level with the
results of the alignment at the vocabulary
level, thus mutually reinforcing the certainty
of both alignments. Gale and Church (1991a)
presented the co-occurrence statistics to ob-
tain bilingual vocabularies and later (1991b),
as Brown et al. (1991), they showed that
there exists a correlation in length (in char-
acters or words) in the equivalent sentences
of a parallel corpus.

Many more coefficients were introduced
later, such as the one based on the intu-
ition that words in different languages which
are orthographically similar (cognates) can
be useful for the alignment (Church, 1993;
McEnery and Oakes, 1995). A more geomet-
ric based intuition is that of Melamed (2000),
who explains that if the alignment of a paral-
lel corpus is represented in a plane where each
position of the string characters in both texts
is presented in the axes X and Y , then one
can imagine the expected alignment function
close to the the main diagonal, a straight line
from the origin of slope close to +1.

Recently, different authors have focused
on combining information from both sentence
and vocabulary alignments to reinforce cer-
tainty and increase precision in subsequent
passes of the aligner, as Moore (2002), who
combined this information with variations of
the series of IBM Models for statistical ma-
chine translation (Brown et al., 1993) and
others who continued developing this idea,
such as Varga et al.’s (2005) Hunalign and
Braune & Fraser (2010). Another system
based on IBM models is Giza++ (Och and
Ney, 2000), for alignment at the word level.

Systems for sentence and vocabulary
alignment have achieved high accuracy (over
98% in some cases) and therefore the race for
precision is presumably over. At this junc-
ture, further developments in the field should
focus on novel approaches by integrating so-
lutions to different problems, facing the chal-
lenge of computational efficiency or the econ-
omy of resources. While most authors work-
ing on parallel corpus alignment focus either
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on sentence or vocabulary alignment, no re-
search on integrating systems has been car-
ried out. Some tools do integrate different
levels of the analysis (Hiemstra, 1998; Simões
and Almeida, 2003; Tiedemann, 2006), how-
ever the present proposal integrates solutions
for all levels of the alignment with a new,
simple and computationally efficient method,
without explicit linguistic information and
with a state-of-the-art level of precision.

3 Description of the algorithm

As already mentioned in the introduction,
the input of this algorithm is a set of docu-
ments written in two unknown languages and
the process consists of the following phases:
separating the set of documents in the two
languages (Section 3.1), aligning documents
with their corresponding translations (Sec-
tion 3.2.), aligning the sentences inside each
pair of original-translation documents (Sec-
tion 3.3.) and, finally, generating a bilingual
vocabulary (Section 3.4.). The idea is that
the process can start and finish without hu-
man intervention. However, in a real life ap-
plication, a user may supervise the process
and correct eventual errors at each step.

3.1 Separation of the set of
documents in two languages

The problem of separating a set of docu-
ments written in two unknown languages is
addressed taking advantage of the fact that
documents written in the same language will
have a number of vocabulary units in com-
mon no matter how different the topics of
the two documents are. This set of over-
lapping units constitutes the most frequent
part of the vocabulary. As a consequence,
it is possible to cluster documents according
to the number of frequent vocabulary units
they have in common. This clustering can
be formalized in two simple steps: 1) Select
the largest document in the collection, name
it Da, and sort the vocabulary of this doc-
ument by decreasing frequency order and 2)
Place in a set A, together with Da, all docu-
ments of the corpus which have at least three
vocabulary units in common within their list
of ten most frequent units and the ten most
frequent units in Da.

If the two languages are very similar (as is
the case with French and Spanish) but there
is a strong assumption about the fact that
the parallel corpus is almost-perfect (mean-

pair l lNm sim voc bvoc mean
Ai, Bj ... ... ... ... ... ...

Table 1: Matrix for the comparison of pairs
of documents in two languages

ing that we can rest assure that half of the
documents are in one language and the other
half in the other) then one can set the sim-
ilarity threshold on half of the documents,
or at some point between the half and such
threshold.

3.2 Alignment at the document
level

With the result of the previous process at
hand, in this step the algorithm builds a
matrix of the correspondences between each
original document and its translation. This
matrix (shown in Table 1) includes a series
of coefficients (l, lNm, sim, voc, bvoc, all ex-
plained in this section) which are calculated
during the pairwise comparison of the doc-
uments in both languages. Thus, for each
document in language A, we obtain a list of
translation-candidate documents in language
B, ordered by a score which is the mean of
the values obtained for each individual coef-
ficient.

Let us now define the coefficients listed in
Table 1.

Coefficient l : This coefficient compares
the length of the documents measured in
number of characters, as Gale and Church
(1991b) did to align at the sentence level.
In this case, we assume that the original
document and the translation have a similar
size. As expressed in Equation 1, the function
length refers to the length of a document in
characters. In order to make up for the differ-
ence in natural redundancy in both languages
(for instance, it takes more space to say the
same in Spanish than in English), if a pair
of documents obtain a value greater than or
equal to .75, then this value is automatically
adjusted to 1.

l(i, j) =
min(length(i), length(j))

max(length(i), length(j))
(1)

Coefficient lNm: This coefficient is
based on the same idea as the previous one,
however instead of comparing the length of
the documents themselves, it compares the
length of the titles of the documents (or, more
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precisely, the names of the files), again as-
suming that if the titles of the documents are
also translated, then it is to be expected that
they will both have approximately the same
length. It is also defined as Equation 1, only
that in this case the letters i and j will de-
note file names instead of the text of the doc-
uments. Of course, this coefficient will not be
useful when the names of the documents are
arbitrary codes, as is the case in the experi-
ments on Section 4.

Coefficient sim: Similarly to Coefficient
lNm, this coefficient analyzes the names of
the documents to measure orthographic sim-
ilarity. The comparison is applied by trans-
forming the names of the files into binary vec-
tors which have sequences of two letters as
dimensions. Similarity is measured using the
Dice coefficient, expressed in Equation 2.

sim(I, J) =
2|I ∩ J |
|I|+ |J | (2)

Coefficient voc: As in the case of the
first coefficient, this one is focused on prop-
erties of the documents themselves and not
their names. It is based on the intuition
that a genuine original-translation document
pair has a high probability of having com-
mon vocabulary forms despite being writ-
ten in different languages, and this proba-
bility is increased in the case of scientific or
technical literature, due to the prevalence in
those text genres of different symbols, num-
bers, acronyms and proper names. As ex-
pressed in Equation 3, this coefficient normal-
izes the number of vocabulary units in com-
mon by the number of different vocabulary
units found in the larger of both documents.

voc(I, J) =
|I ∩ J |

max(|I|, |J |) (3)

Coefficient bvoc: This coefficient is
somewhat similar to the previous one, but in-
troduces a bilingual vocabulary. Recall from
the introduction that a bilingual vocabulary
is the result of the first iteration alignment.
Thus the idea is that this coefficient is only
applied after the second iteration when a
bilingual vocabulary is already available or,
alternatively, from the beginning in case a
user is able to provide an external bilingual
vocabulary. This coefficient is defined simi-
larly as Coefficient voc (Equation 3), the only
difference being that in this case the intersec-
tion between documents I and J is not the

shared vocabulary as the same word types
but as equivalent word types according to the
bilingual vocabulary. Naturally, the larger
the number of equivalent words in both doc-
uments, the more likely it is that one is the
translation of the other.

3.3 Alignment at the sentence
level

The general situation in the alignment at the
sentence level shows many similarities with
the previous alignment at the document level.
However, in the sentence alignment there are
new sources of information available, such as
the position of the sentences in the document.

Coefficient pos: It is to be expected that
the order of the sentences in one document
is relatively the same as the one in the cor-
responding translation. Therefore, the first
sentence of the source document will corre-
spond to the first sentence in the transla-
tion and, similarly, the last sentence in the
source will correspond to the last sentence in
the translation. Under this assumption, there
will be a correlation between the position of
each sentence in the source and the position
of the equivalent sentence in the translation.
This expected correlation allows one to define
a positional coefficient as indicated in Equa-
tion 4, where the symbols Pa,i and Pb,j rep-
resent the relative position of each sentence
i in the original document a and the relative
position of each sentence j in the translation.

pos(i, j) =
min(Pa,i, Pb,j)

max(Pa,i, Pb,j)
(4)

The Coefficient sim , which was already
defined in Section 3.2., is also included in the
matrix of sentence alignment, in this case not
to be applied to names of files but to the
sentences themselves. The purpose is to find
cognates in a pair of candidate sentence pairs.
The more cognates a pair has, the more likely
it is that it will contain equivalent sentences.
There is however a slight difference in the
way this coefficient is implemented here, be-
cause in the case of the sentence comparison
one cannot compare the whole sentences. In-
stead, it is necessary to separate both original
and translated sentences into word vectors.
This means that a comparison between sen-
tences is equal to the pairwise comparison of
the words of both sentences. Consequently,
if two compared words surpass a Dice simi-
larity value of .75, then both are considered
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pair l pos sim num voc bvoc mean
Ai,Bj ... ... ... ... ... ... ...

Table 2: Matrix for the alignment at the sen-
tence level

similar. The output of this coefficient is not
just the output of the Dice coefficient but the
number of similar words over the number of
word types of the longer sentence.

In addition, a new Coefficient num is
introduced with the purpose of detecting the
presence of the same numbers in the candi-
date sentence pairs, assuming that numbers
are language independent. The mechanics in
which this coefficient is applied is exactly the
same as the Coefficient voc, and thus the
same Equation 3 applies to define it.

Once all coefficients of this phase of the
analysis have been introduced and defined,
Table 2 presents the new matrix for the align-
ment at the sentence level including columns
for the new positional (pos) and numeric
(num) coefficients, with the rest of the coef-
ficients already defined in Section 3.2.: the
length ratio coefficient (l), the vocabulary
overlap coefficient (voc) and, when available,
the bilingual vocabulary overlap coefficient
(bvoc). The best pair of aligned sentences
a and b will be the one that obtains the high-
est mean of these coefficients, unless b has
already been aligned before with other sen-
tences and with a higher score. One cannot
expect a perfect one-to-one sentence align-
ment because it is not a bijective function.
As already mentioned, a sentence in the orig-
inal can be translated as more than one sen-
tence and vice-versa and, as a consequence,
one needs a flexible system able to align a
pair of sentences a and b even when b has al-
ready been aligned with a previous sentence
of the original. As a solution, the algorithm
tolerates multiple alignments for a sentence
b up to an arbitrary threshold m (in these
experiments, m = 3). In case sentence b has
been previously proposed as the best align-
ment for other sentences more than m times,
then it will be ignored in favor of the next
candidate in the ranking.

3.4 Alignment at the vocabulary
level

Once the corpus has been separated in lan-
guages and aligned at the document and sen-
tence levels, it is now possible to elaborate

pair l sim coo sum
Ai, Bj ... ... ... ...

Table 3: Matrix for the alignment at the vo-
cabulary level

a first version of the bilingual vocabulary
which, in turn, will be used as an additional
parameter in further iterations of the algo-
rithm. The result of this vocabulary align-
ment is at the moment limited at the ortho-
graphic word, leaving the alignment at the
expression level for future work (Section 6).
As was the case in the alignment at the doc-
ument and sentence levels, the alignment at
the lexicon level implies a matrix for the com-
parison of words in different languages (Ta-
ble 3). Two of the coefficients of this new
matrix are common to the previous two ma-
trices (Tables 1 and 2). The new Coefficient
coo, defined below, adds information about
the co-occurrence of the words in the aligned
sentences, excluding hapax legomena and dis
legomena. Another minor difference in this
matrix is that the best candidate is not se-
lected by the mean of the values obtained for
each individual coefficient but for the sum of
them. The motivation for this procedure is
that the mean more often imposes an exces-
sive penalization on correct candidates that
obtained poor scores with l or sim.

Coefficient coo: This coefficient mea-
sures the statistical significance of the co-
occurrence of two equivalent-candidate vo-
cabulary units in two aligned sentences. Most
studies in the extraction of bilingual vocabu-
lary from parallel corpora relied in one way or
another in statistics of co-occurrence of this
type. The one applied in this paper (Equa-
tion 5) weights the co-occurrence of the can-
didate pair (i, j) over the total frequency of
both units in the corpus.

coo(i, j) =
f(i, j)√

f(i).
√
f(j)

(5)

As a result of the vocabulary alignment,
for each vocabulary unit in the source lan-
guage there is a list of equivalent candidates
ordered by the score obtained in Table 3. The
pairs of equivalent units are assembled using
only the first candidate in the rank. In turn,
each of the equivalent pair of units is assigned
the same score, which means that pairs can
also be ranked in order to retain only those
which receive the highest ranking and are,
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consequently, more reliable. The similarity
threshold to consider a pair of units as equiv-
alents is arbitrary. In the case of these exper-
iments, the same threshold was used for the
three languages.

4 Results obtained with the
JRC-AQUIS corpus

This section describes the results obtained
with the application of the methodology de-
scribed in Section 3 to a fragment the JRC-
AQUIS corpus (Steinberger et al., 2006).
This is a collection of parallel corpora con-
sisting of legislative text of the European
Union in the languages of most of the member
states. For the purpose of this experiment,
only a fragment of the corpus was used, con-
sisting of text in English, French and Spanish
produced in 1995. The sample comprises 345
documents (approximately 800,000 word to-
kens) per language. All XML code and sen-
tence alignment provided by Steinberger et
al. was eliminated, leaving only plain text
files.

Subsections 4.1., 4.2., 4.3. and 4.4 de-
scribe, respectively, the results obtained dur-
ing the phases of language recognition, docu-
ment alignment, sentence alignment and vo-
cabulary alignment. Given the iterative na-
ture of this algorithm, different numbers of
precision and recall are reported, according
to the performance achieved with each iter-
ation. The reported results are obtained af-
ter five iterations, however no significant im-
provement is observed after the third itera-
tion. The average time needed for the whole
process (with its five iterations) was around
five hours per pair of languages, using a sin-
gle node of an Altix ICE 8200 machine (16
Gb of RAM) running on Linux.

4.1 Results of the separation of
documents by language

Table 4 shows the results of the separation of
documents by language in the pairwise com-
parison of the selected languages. This part
of the process is not iterated. The results
are in most cases correct, except a few cases
in the French-Spanish pair, which can be ex-
plained by the similarity between the two lan-
guages.

English French
French 100% —-
Spanish 100% 97%

Table 4: Precision in the separation of docu-
ments by language

English French
French 98% —
Spanish 98% 86%

Table 5: Precision in the alignment at the
document level (first iteration)

4.2 Results of the alignment at
the document level

The results of the alignment at the document
level are shown for each of the pairs of lan-
guages in Table 5. Those are the figures ob-
tained after the first iteration. The results of
the rest of the iterations up to five are almost
identical. In the case of the Spanish-French
pair, results are of course slightly worse be-
cause of the errors made on the previous step.

4.3 Results of the alignment at
the sentence level

The sentence alignment was evaluated with
random samples from the set of pairs of doc-
uments that were correctly aligned at the
document level. Ten pairs of documents of
each pair of languages were manually eval-
uated. The percentage of precision of the
sentence alignment expressed in Table 6 rep-
resent the total proportion of the sentences
correctly aligned for each set of 10 document
pairs. The sample of documents was not
large enough to show any evidence of progres-
sive amelioration of the results after each it-
eration. Such progress, however, is evidenced
by the improvement that can be appreciated
in the alignment of the vocabulary, shown in
the following section.

4.4 Results of the alignment at
the vocabulary level

The last phase of the analysis is the extrac-
tion of bilingual vocabulary, which, as al-

English French
French 98% —
Spanish 98% 98%

Table 6: Precision in the alignment at the
sentence level (first iteration)
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ready stated, consists of a list of vocabulary
equivalences at the orthographic word level
and not at the multiword expression level
(see Section 6). Given that the results of
this phase are also affected by the availabil-
ity of the bilingual vocabulary, results are re-
ported after one to five iterations, including
the number of entries in the resulting vocab-
ulary and the precision measured as the pro-
portion of correct alignments.

As can be observed in Figure 1, the ma-
jor increment in the number of entries is pro-
duced between the first and the second itera-
tion. The growth diminishes in the next iter-
ation until being almost null after the fourth
iteration. Manual examination of the ex-
tracted bilingual vocabulary showed figures
of precision over 98% in all cases. Recall is
more difficult to evaluate because one can-
not know how many units of the vocabu-
lary should be aligned. By definition, leav-
ing aside hapax legomena and dis legomena
excludes half of the vocabulary. From the re-
maining units, it is only possible to estimate
recall under the (wrong) assumption that ev-
ery unit in the source has a corresponding
translation. Considering that there are ap-
proximately 6,700 word types of frequency
>= 3 on average per language, then recall
approximates to 60%.

Figure 1: Results of the alignment at the vo-
cabulary level

5 Conclusions

This article has presented a statistic algo-
rithm for the alignment of parallel corpora
at all levels. The empirical evidence obtained
suggests that this algorithm can be applied to

corpora of different domains and languages,
with an output of sufficient quality to be used
in real life scenarios, provided that there will
be human post-editing. The time and effort
that can be saved in the alignment of a raw
corpus with this algorithm contrasts with its
almost null cost of application, given that it
needs no external resources.

Results of the separation of documents
by language and the document alignment, as
well as the sentence level, have been satis-
factory. The alignment at the vocabulary
level shows better precision than recall, how-
ever this is a desirable situation in this task,
where achieving maximum recall is not a key
issue. What is important in bilingual vocab-
ulary extraction is that the information ex-
tracted is correct. If more units are needed,
it is always possible to process more corpora.
A problem that still has to be addressed is
fertility, or the fact that a unit in one lan-
guage can translate into a multiword expres-
sion, and this problem is reserved for future
work (next Section).

6 Future work

This paper has placed considerable empha-
sis on the claim of language independence.
However, as other authors warn (Choueka,
Conley, and Dagan, 2000) these kinds of algo-
rithms should be evaluated with totally un-
related pairs of languages such as Hebrew-
English, Arab-English, or Chinese-English,
in order to support that claim. Thus, repli-
cating experiments in more languages should
be the first line of future work. There are
also ideas to improve the algorithm. For in-
stance, it is likely that the performance of the
sentence alignment would be better if it were
done twice in both directions from one lan-
guage to the other, however at the expense of
duplicating the computational effort. With
respect to the vocabulary alignment, future
work will be devoted to alignment at the mul-
tiword expression level, which is essential for
the parallel corpus alignment of specialized
domains. There are many possibilities for
this task, even when considering only statis-
tic and language independent strategies. For
instance, one can think of weighted n-grams
as sequences of words with a significant fre-
quency of occurrence. Other clues that can
be used for multiword expression alignment
are the total frequency of the units in the
corpus and the document frequency, both of
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which are expected to be similar in equivalent
expressions.
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